
 
 

CALIFORNIA STATE UNIVERSITY, NORTHRIDGE 
 
 
 
 
 
 
 
 
 
 
 
 

OPERATING CHARACTERISTICS OF UTILITY INTERACTIVE INVERTERS 
 

USED IN PHOTOVOLTAIC SYSTEMS 
 
 
 
 

A graduate project submitted in partial fulfillment of the requirements 
For the degree of Master of Science in Electrical Engineering 

 
 
 

By 
 
 

Gevork Mkrtchyan 
 
 
 
 
 
 
 
 
 
 
 
 
 

May 2012



 
 

ii 

 
 
 
 
 
 
 
 
 
 
 
 
The graduate project of Gevork Mkrtchyan is approved: 
 
 
 
 
_______________________________   ___________ 
Professor Benjamin F. Mallard    Date 
 
 
_______________________________   ___________ 
Dr. Xiyi Hang       Date 
 
 
_______________________________   ___________ 
Professor Bruno Osorno, Chair    Date 
 
 
 
 
 
 
 
 
 
 
 
 

California State University, Northridge 



 
 

iii 

DEDICATION 
 
 
This graduate project is dedicated to my family, both immediate and extended.  Without 
their support my accomplishments would mean nothing.  To all of the professors at 
California State University, Northridge who provided their knowledge, wisdom and 
expertise not only in their respective fields but also in regards to life.  To my wife Nikki, 
to whom I owe my life to; without her unending support throughout these past couple of 
years, I would not be writing this sentence.  Finally, to my son, whom I expect to see very 
soon, may you aspire to and achieve all the dreams that fill your mind. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 

iv 

 
TABLE OF CONTENTS 

 
 
Signature Page         ii 
 
Dedication          iii 
 
List of Tables          vii 
 
List of Figures          viii 
 
Abstract          xvi 
 
Introduction          1 
 
Photovoltaic Theory         4 
 
 Introduction         4 
 
 Semiconductors        7 
 
 A Complete Photovoltaic System      13 
 
Power Electronics Theory – As It Relates to the Inverter    18 
 
 Introduction         18 
 
 Steady State Concepts and Fourier Analysis     19 
 

Semiconductor Switches       24 
 
The Basic Inverter        31 

 
 Inverter Control Schemes – Single Phase     34 
 
 Inverter Control Schemes – Three Phase     40 
 

Inverter Topologies        45 
 



 
 

v 

 
Standards for the Utility Interactive Photovoltaic Inverter    48 
 
 Design Considerations in Accordance with IEEE 1547 –    48 

Interconnection of Distributed Generation       
 

Utility Synchronization        52 
 
Introduction         52 
 
The Fourier Adaptive Filter       52 
 
The Discrete Fourier Adaptive Filter      54 
 
The Basic Phase-Locked Loop      57 
 
In-Quadrature Phase Detection      62 
 
T/4 Transport Delay PLL       65 
 
Adaptive Filtering PLL – Enhanced PLL     66 
 
Second-Order Adaptive Filtering PLL     68 
 
Second-Order Generalized Integrator PLL     71 
 
SOGI Frequency-Locked Loop      73 
 

Anti-Islanding Considerations       77 
 

 Introduction         77 
 

The Non-Detection Zone       77 
 
Utility Detection of Islanding       79 
 
Passive Detection of Islanding      79 

  
 Active Detection of Islanding       80 
 



 
 

vi 

  
Maximum Power Point Tracking       85 
 
 Introduction         85 

 
Perturb and Observe        85 

 
 Constant Voltage        87 
 
 Pilot Cell         87 
 
 Incremental Conductance       88 
 
 Model Based Algorithms       89 
 
Computer Simulations        90 
 
 Photovoltaic Array        90 
 
 MPPT Implementation and Buck Converter Design    98 
 

Full Bridge Inverter        116  
 
 PWM Control         117 
 

SOGI-FLL with Gain Optimization      120 
 
 Complete Circuit        128  
 
Conclusion          140  
 
References          141 

 
 
 
 
 
 
 
 



 
 

vii 

LIST OF TABLES 
 
1. Specifications of a typical 156mm x 156mm monocrystalline silicon  

cell at STC (1 Kw/m2, 25°C, AM 1.5)      15 
 
2. Specifications of a typical 50 cell photovoltaic module at STC  

(1 Kw/m2, 25°C, AM 1.5) [7]       16 
 
3. Ratings of a 10-module series array using modules with specifications 

shown in Table 2        16 
 
4. IEEE 1547 Disconnection Requirements for Voltage Deviation  48 
 
5. IEEE 1547 Disconnection Requirement for Frequency Deviation  49 
 
6. IEEE 1547 Maximum Allowable Current Harmonics    49 
 
7. Calculated model parameters of a commercial grade photovoltaic cell 91 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 

viii 

LIST OF FIGURES 
 
1. A conventional solar cell.  Creation of electron-hole pairs, e- and h+.   

Generated current flows between the metal grid and metal contact,  
which are opposite in polarity due to the migration of  
electrons and holes        5 

 
2. The radiation spectrum for a black-body at 5762 K, an AM0  

spectrum, and an AM1.5 global spectrum [2]     6 
 
 3. A simplified energy band diagram at T > 0 K for a direct  

band gap (EG) semiconductor [2]      8 
 
 4. Simple solar cell structure used to analyze the operation of a  

solar cell.  Free carriers have diffused across the junction (x = 0)  
leaving a space-charge or depletion region practically devoid of any  
free or mobile charges.  The fixed charges in the depletion region are  
due to ionized donors on the n-side and ionized acceptors  
on the p-side [2]         9 

 
5. A simple solar cell circuit model.  Diode 1 represents recombination  

in the quasi-neutral region, while diode 2 represents the  
recombination in the depletion region      10 

 
6. Current-voltage characteristic of a typical silicon solar cell [2]  11 
 
7. Solar Cell Connection  a) Series Connection of Solar Cells  

b) Parallel Connection of Solar Cells      15 
 
8. Electrical representation of a photovoltaic module with 50  

series connected solar cells       16 
 
9. A simple 2 Kw photovoltaic system for a typical 4 person household  17 
 
10. Block Diagram of an elementary power electronic system   18 
 
11. Example of a waveform with transient and steady state responses  19 
 
12. Example of a nonsinusoidal waveform with multiple frequency  

Components         22 



 
 

ix 

LIST OF FIGURES CONT. 
 
13.   Voltage, Current and Power Loss waveforms of a semiconductor switch 24 
 
14.   The semiconductor structure and circuit symbol of a typical power diode 25 
 
15.    Voltage-Current characteristics of a typical power diode 

(Different scales are used for positive and negative half-axes)   26 
 
16.    The semiconductor structure and circuit symbol of a typical power BJT 27 
 
17.    Voltage-Current characteristics of a typical power BJT   28 
 
18.    The semiconductor structure and circuit symbol of a typical  

power MOSFET         29 
 
19.    Voltage-Current characteristics of a typical power MOSFET   29 
 
20.    The equivalent circuit and circuit symbol of a typical IGBT   30 
 
21.    Voltage-Current characteristics of a typical IGBT    31 
 
22.    Fundamental inverter circuit using McMurray’s H-Bridge topology  31 
 
23.    H-Bridge inverter a) positive current at load, b) negative current  

flow at load         32 
 
24.   Voltage and Current waveforms of circuit in Figure 23    33 
 
25.    General square wave function with duty cycle variable t1   35 
 
26.    PWM with bipolar voltage switching, showing control and carrier signals 37 
 
27.    Bipolar PWM voltage waveform at the load of circuit in Figure 22  38 
 
28.    PWM with unipolar switching, showing control and carrier signals  39 
 
29.    Unipolar PWM voltage waveform at the load of circuit in Figure 22  41 
 
30.    General 3-phase inverter circuit       41 



 
 

x 

LIST OF FIGURES CONT. 
 

31.    Three-phase square wave inverter voltage waveforms (VBC and  
VCA not shown)         42 

 
32.    Three-phase control and carrier waveforms for PWM    43 
 
33.    Three-phase PWM inverter voltage waveforms (VBC and VCA not shown) 44 
 
34.    Low frequency transformer topology      46 
 
35.    High frequency transformer topology with boosting inverter   46 
 
36.    Transformerless inverter topology      47 
 
37.    IEEE 1547 Anti-islanding test setup      50 
 
38.    Adaptive filter based on Fourier series decomposition    53 
 
39.    Discrete adaptive filter based on the RDFT     57 
 
40.    Basic structure of a PLL       57 
 
41.    Block diagram of an elementary PLL      58 
 
42.    Small signal model of an elementary PLL     60 
 
43.    Diagram of a PLL with an in-quadrature PD     62 
 
44.    PD based on the quadrature signal generator and the Park transformation 63 
 
45.    Vector representation of the QSG output signals    64 
 
46.    PLL with the LF on the q axis of the QSG     65 
 
47.    PLL based on a T/4 transport delay      65 
 
48.    Adaptive noise cancelling (ANC) system     66 
 
49.    A simple least mean square algorithm with one weight   67 



 
 

xi 

LIST OF FIGURES CONT. 
 

50.    Enhanced PLL (EPLL)        68 
 
51.    Discrete form of second order ANF with LMS algorithm   69 
 
52.    Second order adaptive filter in the continuous time domain   69 
 
53.    QSG based on a second order AF      71 
 
54.    Second order AF based on general integrator (GI)    72 
 
55. Second order adaptive filter based on a Second Order  

Generalized Integrator (SOGI-QSG)      72 
 
56.    SOGI-based PLL (SOGI-PLL)       73 
 
57.    Bode plot of E(s) and Q(s)       74 
 
58.    SOGI-based QSG with FLL       75 
 
59.    SOGI-FLL with FLL gain normalization     76 
 
60.    Diagram of test set-up required by IEEE 1547     78 
 
61.    The non-detection zone (NDZ)       78 
 
62.    Current waveform using the AFD method     81 
 
63. Phase vs Frequency relationship  in the SMS method    82 
 
64.    Photovoltaic array power-voltage relationship [18]    86 
 
65.    Erratic behavior of P&O under rapidly increasing irradiance [18]  86 
 
66.    Perturb & Observe (P&O) MPPT algorithm     87 
 
67.    Incremental Conductance (IC) MPPT algorithm    89 
 
68.    2kW Photovoltaic Array control block      92 



 
 

xii 

LIST OF FIGURES CONT. 
 
69.    2kW Photovoltaic Array equivalent circuit and model    92 
 
70. Im block equivalent model       93 
 
71. Ipv block equivalent model       93 
 
72. Io block equivalent model       93 
 
73. Current vs Voltage characteristic plot of 2kW PV array at varying  

G and Tcell = 25 °C        94 
 
74. Power vs Voltage characteristic plot of 2kW PV array at varying  

G and Tcell = 25 °C        95 
 
75. Current vs Voltage characteristic plot of 2kW PV array at  

G = 1kW/M2 and varying Tcell       96 
 
76. Power vs Voltage characteristic plot of 2kW PV array at  

G = 1kW/M2 and varying Tcell       97 
 
77. MPPT Control block and equivalent circuit     99 
 
78. MATLAB® script control block      99 
 
79. Buck converter control block and equivalent circuit    102 
 
80. PV Array and Buck converter simulation set-up    103 
 
81. Irradiance and Temperature Input waveforms for constant G,  

constant Tcell simulation        104 
 
82. PV output waveforms for constant G, constant Tcell simulation  105  
 
83. Buck converter output waveforms for constant G,  

constant Tcell simulation        106 
 
84. Irradiance and Temperature Input waveforms for varying  G,  

constant Tcell simulation        107 



 
 

xiii 

LIST OF FIGURES CONT. 
 

85. PV output waveforms for varying G, constant Tcell simulation   108 
 
86. Buck converter output waveforms for varying G,  

constant Tcell simulation        109 
 
87. Irradiance and Temperature Input waveforms for constant  G,  

varying Tcell simulation         110 
 
88. PV output waveforms for constant G, varying Tcell simulation   111 
 
89. Buck converter output waveforms for constant G,  

varying Tcell simulation        112 
 
90. Irradiance and Temperature Input waveforms for varying  G,  

varying Tcell simulation        113 
 
91. PV output waveforms for varying G, varying Tcell simulation   114 
 
92. Buck converter output waveforms for constant G,  

varying Tcell simulation        115 
 
93. Full-bridge inverter control block and equivalent circuit   117 

 
94.    PWM control block employing unipolar switching logic   118 
 
95.    PWM control signals for switches SW1-SW4     119 
 
96.    Inverter output voltage        120 
 
97.    SOGI-FLL with Gain Optimization control block and equivalent circuit 121 
 
98.    SOGI-QSG equivalent circuit       122 
 
99.    SOGI equivalent circuit        122 
 
100.    FLL equivalent circuit        122 
 
101. Gain Optimization equivalent circuit      123 



 
 

xiv 

LIST OF FIGURES CONT. 
 
102. Input and output waveforms of the SOGI-FLL     123 
 
103. Input and output waveforms of the SOGI-FLL experiencing a  

frequency drop         124 
 
104. Input and output waveforms of the SOGI-FLL experiencing a  

frequency jump         125 
 
105. Input and output waveforms of the SOGI-FLL experiencing a  

phase shift         126 
 
106. Input and output waveforms of the SOGI-FLL experiencing a  

frequency drop and phase shift       127 
 
107. Input and output waveforms of the SOGI-FLL experiencing a  

frequency jump and phase shift       128 
 
108.  Complete schematic of simulation test set-up for the utility  

interactive inverter        130 
 
109. PV array output at G = 1000 W/m2 of complete model simulation  131 
 
110. Load output at G = 1000 W/m2 of complete model simulation   132 
 
111. 10 cycles of the load output at G = 1000 W/m2 of complete 

 model simulation        133 
 
112. PV array output at G = 800 W/m2 of complete model simulation  134 
 
113. Load output at G = 800 W/m2 of complete model simulation   135 
 
114. 10 cycles of the load output at G = 800 W/m2 of complete  

model simulation        136 
 
115. MATLAB® FFT analysis tool output of the voltage waveform  

at G = 800 W/m2          137 
 

 



 
 

xv 

LIST OF FIGURES CONCLUDED 
 
116. MATLAB® FFT analysis tool output of the current waveform  

at G = 800 W/m2          138 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 

xvi 

ABSTRACT 
 
 
 

OPERATING CHARACTERISTICS OF UTILITY INTERACTIVE INVERTERS 
 
 

USED IN PHOTOVOLTAIC SYSTEMS 
 
 
 

By 
 

Gevork Mkrtchyan 
 

Master of Science in Electrical Engineering 
 
 
 
The fundamental operating characteristics of the utility interactive, or grid connected, 
inverter is explored.  The foundation of photovoltaic and power electronics is established, 
along with the concept of waveform inversion leading to the understanding of the inner 
workings of the utility interactive inverter.  Various topologies of the inverter design are 
presented, along with discussions regarding switching devices, of which it is determined 
that currently the IGBT semiconductor devices are more applicable.  The concept of 
utility synchronization is explored along with methods of accomplishing synchronization, 
such as Fourier filters, adaptive filtering, in-quadrature signal generation, phase locked 
loops, etc.  Anti-Islanding methods are discussed, as pertaining to IEEE 1547 along with 
maximum power point tracking algorithms, of which it is determined that the perturb and 
observe method along with the incremental conductance method provide the most 
efficiency.  Finally, the concepts are combined together to simulate an H-type full-bridge 
inverter topology with a second order generalized integrator (SOGI) frequency locked 
loop (FLL) with gain optimization and a unipolar pulse-width modulated control scheme 
coupled with a maximum power point tracking (MPPT) control block and algorithm 
driving a DC-DC step down converter.  Simulations verify the concepts discussed and 
establish a concise text regarding a complete utility interactive inverter system.   
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INTRODUCTION 
 
For hundreds of years, the use of fossil fuels have significantly shaped our lives, from the 
generation of electricity to the internal combustion engine that powers the automobiles 
we drive every day.  Fossil fuels have brought about tremendous changes in the world as 
evident by the Industrial Revolution, which provided advancements in manufacturing, 
agriculture, and technology to name a few.  These advancements have had a profoundly 
positive impact on human society as more job opportunities were available than ever 
before and a global economic infrastructure began to take shape as a result of mass 
production and transportation capabilities.  However as technology has progressed, so has 
our understanding of the negative consequences from the use of fossil fuels.  
  
According to a US Environmental Protection Agency (EPA) report released in 2011, 
almost 95% of the greenhouse gases that were generated in the United States in 2009 
were due to the combustion of fossil fuels [1].  The results of this and many other similar 
studies have raised our awareness of the detrimental impact that the combustion of fossil 
fuels have on our environment and our health. This has provided a shift in our way of 
thinking, as now we assess the results of our actions and how they will affect our 
environment.  In recent years, legislation has been passed to further our advancement and 
use of technologies utilizing renewable energy sources, such as wind, heat and sunlight.  
 
As we now strive to become an environmentally friendly society, more and more 
companies and institutions are developing new technologies, and improving existing 
technologies, to take advantage of renewable energy sources.  One such technology is the 
use of solar panels to generate electricity.  Solar panels are able to accept sunlight and 
convert that energy into electricity, thus providing a viable energy source devoid of the 
harmful effects from the combustion of fossil fuels. 
 
The production of electricity from the use of solar cells is nothing new.  In fact, in 1839 
French physicist A.E. Becquerel was the first to discover the photovoltaic effect while 
studying the effect of light on electrolytic cells.  Little did he know that his discovery 
would eventually propel the human race into a new technological frontier and provide the 
means to power satellites and vehicles sent into orbit to explore the depths of our solar 
system and universe.  However, as revolutionary as his discovery was, it was not until 
1954 at Bell Laboratories when the first modern photovoltaic cell was developed.  From 
that point on we have seen solar cells be utilized in anything from small electronics, such 
as calculators, to large scale solar panel installations capable of generating upwards of a 
few hundred megawatts (MW) of electricity.  In fact, at the time of this writing, 
California State University Northridge has installed solar array systems in two areas of 
the campus with a total system size of 872 kW DC.  Also, since its inception in March 
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2005, the solar array has generated over 10 megawatt-hours (MWh) of energy, enough 
energy to power over 206,000 homes for one day. 
 
The use of solar panels for the generation of electricity is not limited only to large 
organizations such as energy companies or educational institutions.  Due to 
advancements in technology and the public’s awareness of the availability of such 
technologies, many home owners have installed solar panels on the roofs of their homes 
to generate their own electricity and thus reduce their energy costs and reduce the amount 
of fossil fuels consumed by power plants.  Some governments even offer incentives and 
rebates for home owners who install such panels on their homes. 
 
As a result, the quantity of solar panel installations throughout the world has 
tremendously increased in recent years.  This has in turn caused many startup companies 
to emerge in order to provide the hardware and installation services of solar panel 
systems.  As we see a proliferation of solar panel installations, the engineering 
community must be able to provide the technology that will accommodate the needs of 
the different types of consumers of these photovoltaic systems. 
 
For example, a residential installation of a solar panel system would have to allow for 
both a stand-alone system and one that is going to be grid connected, which will be able 
to feed any unused energy back into the system.  This will also hold true for commercial 
installations, however, these installations must be able to provide 3-phase power, as 
opposed to single phase power found in residential installations.  These and other issues 
such as anti-islanding, synchronization, etc. will be touched upon along with a general 
introduction to photovoltaic systems and their properties. 
 
However, no matter the type of system to be designed and installed, one piece of 
hardware is essential to the proper operation of the photovoltaic system, the inverter.  The 
inverter is one of the most important components of the system and its proper operation is 
crucial to the efficiency and feasibility of the solar panel installation.  Its most 
fundamental operation is to transform the direct current (DC) generated by the solar cells 
into alternating current (AC) that is used in ALL residential and commercial buildings as 
its electrical power source, which we will discuss in further detail. 
 
We will focus on all aspects of the inverter as it applies to grid connected/utility 
interactive applications.  Basic photovoltaic theory will be introduced to set a foundation 
in regards to the spirit of this text, along with general engineering concepts that will be 
needed for a complete understanding.  Power electronics, in relation to the inverter, will 
be heavily relied upon and topics related to photovoltaic systems, such as Maximum 
Power Point Tracking (MPPT), utility synchronization and anti-islanding techniques will 
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be explored.  The motivation behind this project is to provide a unified source of 
information regarding photovoltaic theory and its application in utility interactive inverter 
technology. 
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PHOTOVOLTAIC THEORY 
 

Introduction 
 
The photovoltaic effect, as stated previously, was discovered in the 19th century; and 
since then, advancements in science and technology have enabled us to successfully 
harvest solar energy from our sun and convert it into electrical energy capable of 
powering the appliances and devices we use on a daily basis.  The mass production of 
semiconductors, using elements such as silicon, has no doubt contributed to the 
proliferation of solar cells in the market, considering that the semiconductor material is 
the fundamental component of the cell and photovoltaic theory.  As such, to further 
explore the subject of photovoltaics, we must first establish an adequate understanding of 
the science involved. 
 
Sunlight is a form of electromagnetic radiation (EMR), that is, energy with both an 
electric and magnetic field component that travels in a wave-shaped pattern through 
space.  The basic unit of EMR, and thus sunlight, is a mass-less, charge-less elementary 
particle called the photon.  Since EMR has been proven to travel in a wave-like pattern, 
so must the photon.  Also, all wave-like patterns have an associated wavelength, λ, and 
the photon is no exception.  Since the photon is mass-less, its energy is dependent only 
upon its wavelength, which can be shown as 
 

ఒܧ     (1) ൌ
݄ܿ
ߣ

 

 
where h is Planck’s constant (6.62606957 x 10-34 J·s or 4.135667516 x 10-15 Ev·s), c is 
the speed of light/photon (299792458 m/s) and λ is the wavelength of the photon.  For 
example, the energy of a photon with a wavelength of 700nm (visible light of the color 
red) is approximately 1.39 x 10-31 J·s or 1.77 Ev·s.  The importance of Equation (1) is 
realized in the fact that only photons with energy greater than the semiconductor band 
gap (EG) will contribute to the energy conversion process.  This energy must be enough 
to form an electron-hole pair in the semiconductor material.  As such, the spectral nature 
of sunlight is an important consideration in the design of efficient solar cells.  We will 
explore the semiconductor band gap further in the text. 
 
The creation of multiple electron-hole pairs in the semiconductor generates an electrical 
current between n-type and p-type materials, due to the simple fact that electrons and 
holes are carriers of electrical current.  To compare this process to a familiar electrical 
process and facilitate a general understanding, the semiconductor can be thought of as a 
diode that allows the passage of electrical current through its terminals in a particular 
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direction, after it has absorbed the energy of sunlight and converted into an electrical 
current.  Figure 1 shows the structure of a conventional solar cell and also demonstrates 
the energy conversion process. 
 

 
Figure 1    A conventional solar cell.  Creation of electron-hole pairs, e- and h+.  Generated current flows  

    between the metal grid and metal contact, which are opposite in polarity due to the migration of  
    electrons and holes 

 
Since the energy conversion process in the solar cell is highly reliant upon the energy 
available in sunlight, we must analyze the spectral irradiance of sunlight.  The surface 
temperature of the sun is measured to be 5762 K and its radiation spectrum is closely 
approximated to that of a black-body radiator, a physical body that absorbs all 
wavelengths of incident electromagnetic radiation.  Also, the emission of radiation from 
the sun, along with all black-body radiators, is isotropic, that is, it radiates uniformly in 
all directions.  However, due to the fact that the Earth is such a great distance away from 
the sun (almost 150 million kilometers), only those photons emitted directly in the 
direction of the Earth will contribute to the solar spectrum as observed from the Earth.  
Since the atmosphere affects the spectral content and intensity of the radiation reaching 
Earth’s surface from the sun, we must be able to measure this effect.  This measurement 
is known as the Air Mass number and can be calculated by the following equation 
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approximately 175 kW at approximately the 500 nm wavelength.  However, we are well 
aware that a real-world solar cell will not produce power anywhere near the amount we 
observe in Figure 2.  As such, we must explore the underlying operation of solar cells and 
to do so, we must understand some fundamental properties of semiconductors which will 
lead us to define the most basic attributes of the solar cell: the open-circuit voltage, VOC; 
the short-circuit current, ISC; the fill factor, FF; the conversion efficiency, η; and the 
collection efficiency, ηc. 
 
Semiconductors 
 
The discovery of semiconductors have allowed for some of the greatest technological 
advances in history.  As shown earlier, the characteristics of semiconductors are ideal for 
their use in solar cells.  The most common semiconductor material used in the fabrication 
of solar cells is silicon (Si), whether it be crystalline, polycrystalline, or amorphous.  
Although there are other materials such as GaAs, GaInP, and CdTe that can also be used, 
silicon has been the most common choice due to the fact that its absorption characteristics 
are a good match to our solar spectrum [2].  We will only provide the essential concepts 
of semiconductors as related to this paper.  A more in depth analysis of semiconductors 
can be explored through sources [2, 5, 6], or others, if further explanation of the 
introductory material is required. 
 
It was stated earlier that in order for the energy conversion process in semiconductor 
materials to occur, absorbed photons must have an energy greater than the 
semiconductor’s band gap (EG).  The material’s band gap is essential to the solar energy 
conversion process.  The best way to understand the energy conversion process, and 
consequently the band gap, is to analyze how electrons behave and essentially what it 
takes to get those electrons excited.  Electrons carry a negative charge, and when a large 
number of electrons move in the same direction, they form an electric current.  
Borrowing from quantum mechanics, electrons in an atom can be thought of as being 
somewhere in an array of possible “states” – which include their energy level, momentum 
and spin – with different probabilities of being in a given state.  Two electrons cannot be 
in the same state at the same time; at least one of the aforementioned variables must be 
different.  Some particular states are possible, and some are forbidden by the laws of 
quantum mechanics.  Sets of possible states form regions that are called bands.  Set of 
states that are not possible form regions between those bands, and these are called band 
gaps.  In order to create electrical current in the semiconductor material, enough energy is 
needed to excite the electrons to move between the bands, and thus, through the band 
gap.  Figure 3 illustrates this concept by plotting the energy E versus the crystal 
momentum p.  Materials with a fairly large band gap are referred to as insulators.  The 



 

 

la
fr

F
 

th
C
th
b
co
n
co
 
A
se
d
th
m
sh
th
se
ex

arge band ga
rom reaching

igure 3    A sim

he conductio
Conductors, o
hat their elec
and.  As o
onductors di
ot conduct e
onductor in 

As we are 
emiconducto

direct band g
he two is ac

maximum of
hown in Fig
hey do not
emiconducto
xample, are 

ap between th
g  

mplified energ

ons at ordin
on the other
ctrons are es

one can alre
irectly due t

electricity, w
its electrical

well awa
ors are no ex
gaps, as seen
ctually quite
f the valenc
gure 3, the m
t align, the
or.  Si is an 
direct band 

he valence a

y band diagram

nary tempera
r hand, have
ssentially fre
eady imagin
to their band

whereas at hig
l characterist

are, differen
xception.  Se
n in Figure 

e simple.  W
e band occu

material is c
en the sem

indirect ban
gap semico

 
8 

and conducti

m at T > 0 K fo

atures, such 
e overlapping
ee to move f
ne, semicond
d gap.  At lo
gher energy 
tics. 

nt materials
emiconducto
3, and indir

When the mi
ur at the sa
onsidered a 
iconductor 
nd gap sem
nductors.  O

ions bands o

or a direct band

as what w
g bands with
from the val
ductors can 
ower energy
levels, the s

s have dif
ors have two 
rect band ga
inimum of t
ame value o

direct band
is said to 

miconductor, 
One can dedu

of insulators 

d gap (EG) sem

we experienc
h no band g
lence band t
 act as bot

y levels, sem
semiconduct

fferent cha
different typ

aps.  The di
the conducti

of the crysta
d gap semic

be an ind
whereas Cd
uce from Fig

prevent elec

 
miconductor [2]

ce here on E
gap, which m
to the condu
th insulators
miconductors
tor behaves l

aracteristics, 
pes of band 
fference bet
ion band an
al momentum
onductor.  W

direct band 
dTe or GaA
gure 3 that d

ctrons 

 

Earth.  
means 
uction 
s and 
s will 
like a 

and 
gaps: 

tween 
nd the 
m, as 
When 

d gap 
s, for 
direct 



 

 

b
in
n
se
at
se
th
 
 
F
pr
cu
 

F

 
D
ce
sh
 

 
w
fr
th
ea
p

and gap ma
ndirect band
eeded to m
emiconducto
ttributed to
emiconducto
hrough sourc

igure 4 depi
roperties of 
urrent, open 

igure 4     Sim
 diffu
 devo
 ioni

During the s
ell’s termina
hort-circuit c

where ISC is 
rom each of 
he p-type re
asily, howev
aper and can

aterials are a
d gap materia
move electr
or, is the m
o the availa
or materials.
ces [2, 5, 6] a

icts the struc
a solar cell
circuit volta

mple solar cell s
fused across the
oid of any free
ized donors on 

olar energy 
als at x = WP

current can b

the short-ci
f the three re
egion (ISCP).
ver, a full ma
n be found in

a much bett
als as they w
rons betwee

most common
ability and 
  As stated p
and others.

cture of a sim
l pertaining 
age and the f

structure used t
e junction (x = 
e or mobile cha

the n-side and

conversion 

P and x = -W
be defined as

ௌ஼ܫ	    (3)

ircuit curren
egions: the n
  By observ
athematical d
n [2]. 

 
9 

ter candidate
will absorb l
en bands.  
n material u

cost of p
previously, 

mple solar c
to photovol
fill factor.  

 
to analyze the o
0) leaving a sp

arges.  The fixe
d ionized accep

process, el
WN.  Withou
s 

஼ ൌ 	 ௌ஼ேܫ ൅	

nt and is the
n-type region
ving Figure 
derivation o

e for solar c
light better 

However, 
used to mak
production 
a more in-d

cell to assist 
ltaic energy 

operation of a 
pace-charge or
ed charges in th
ptors on the p-s

lectrical curr
ut exhausting

ௌ஼஽ܫ ൅	ܫௌ஼௉

e summation
n (ISCN), the
4, this con

of equation (3

cell fabricat
due to the a
Si, an ind

ke solar cell
of Si com

depth analysi

in attaining
production:

solar cell.  Fre
r depletion regi
he depletion re
side [2] 

rent flows t
g the derivat

௉ 

n of the sho
e depletion r
nclusion can
3) is outside

tion compar
amount of en
direct band
ls.  This ma

mpared to 
is can be att

g the fundam
 the short-c

 

ee carriers have
ion practically 

egion are due to

through the 
ion, a solar 

ort-circuit cu
region (ISCD)
n be made r
e the scope o

red to 
nergy 

d gap 
ay be 
other 
ained 

mental 
circuit 

e  
     

o  

solar 
cell’s 

urrent 
), and 
rather 
of this 



 
 

  10 

We can furthermore represent the solar cell as an electrical circuit model, as shown below 
in Figure 5. 
 

 
 
Figure 5    A simple solar cell circuit model.  Diode 1 represents recombination in the quasi-neutral region,  

    while diode 2 represents the recombination in the depletion region 

 
Please note that for ease of discussion, we have not included parasitic series and shunt 
resistances inherent in real-world solar cells.  As such, this is considered an idealized 
model of a typical solar cell.  Using elementary circuit analysis and derivations shown in 
[2], we can represent the circuit model in Figure 5 with the following equation: 
 

ܫ	    (4) ൌ 	 ௌ஼ܫ െ	ܫ଴ଵ൫݁௤௏ ௞்⁄ െ 1൯ െ	ܫ଴ଶሺ݁௤௏ ଶ௞்⁄ െ 1ሻ 
 
where I01 is the dark saturation current due to recombination in the quasi-neutral regions, 
I02 is the dark saturation current due to recombination in the depletion (space-charge) 
region, q is the magnitude of the charge of an elementary electron, k is Boltzmann’s 
constant, and T is the temperature in Kelvin [2].  A common and reasonable assumption 
for a good silicon solar cell is the elimination of diode 2, the dark saturation current due 
to the depletion region.  This model, along with derivations made in [2], allows us to plot 
the current-voltage characteristic of a given silicon solar cell in Figure 6. 
 
This plot illustrates the important characteristics of the solar cell: the short-circuit current, 
the open-circuit voltage, and the fill factor.  When the applied voltage, V, is small, the 
diode current is negligible and current can be approximated to the short-circuit current, 
ISC (set V = 0 in equation (4)).  Conversely, when the applied voltage is high enough that 
the recombination current (diode current) becomes significant, the solar cell current, ISC, 
quickly drops to zero. 
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The current at the maximum power point, IMP, is then found by evaluating equation (4) at 
V = VMP.   
 
The fill factor, FF, is a measure of the “squareness” of the I-V characteristic curve in 
Figure 6, is always less than one, and can be defined as 

 

ܨܨ	    (7) ൌ 	 ெܲ௉

ைܸ஼ܫௌ஼
ൌ 	 ெܸ௉ܫெ௉

ைܸ஼ܫௌ஼
 

 
This ratio ultimately defines the actual maximum obtainable power of the solar cell.  The 
fill factor is one of the most significant parameters in evaluating the energy yield of a 
solar cell, besides the efficiency. 
 
The efficiency, η, of a photovoltaic cell is defined as 

 

ߟ     (8) ൌ 	 ெܲ௉

௜ܲ௡
ൌ 	
ܨܨ ைܸ஼ܫௌ஼

௜ܲ௡
 

 
where, Pin is the incident power determined by the properties of the light spectrum 
incident upon the photovoltaic cell.  Information regarding the experimental 
determination of said properties can be found in [2]. 
 

The last attribute of the photovoltaic cell we will discuss is the collection efficiency, ηC.  
A solar cell’s collection efficiency is a measure of how well the cell is able to convert 
energy received from photons into electrical current.  The collection efficiency can be 
defined in two ways: the external efficiency, ߟ஼

௘௫௧, defined relative to both optical and 

recombination losses, and the internal efficiency, ߟ஼
௜௡௧, defined with respect to 

recombination losses only.  The external collection efficiency can be calculated with the 
following equation 

  

஼ߟ     (9)
௘௫௧ ൌ 	

ௌ஼ܫ
௣௛ܫ

 

 
where 

 

௣௛ܫ		   (10) ൌ නܣݍ 		݂ሺߣሻ݀ߣ
	

ఒழఒಸ

 

 
is the maximum possible photocurrent that would result if all photons with E > EG (λ < λG 
= hc/EG) created electron-hole pairs that were collected.  A is defined as the area of the 
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solar cell and f (λ) is defined as the photon flux shown in [2].  The internal collection 
efficiency can be calculated with the following equation 

 

ܥߟ					(11)
ݐ݊݅ ൌ 	

ܥܵܫ
݊݁݃ܫ

 

 
where 
 

௚௘௡ܫ					(12) ൌ ሺ1ܣݍ െ න	ሻݏ ሾ1 െ ሻ൫1ߣሻሿ݂ሺߣሺݎ െ ݁ିఈሺௐಿାௐುሻ൯݀ߣ
	

ఒழఒಸ

 

 
is the light generated current, s is defined as the grid-shadowing factor, r(λ) is defined as 
the reflectance, α is defined as the reflection coefficient, WN is defined as the width of the 
n region, and WP is defined as the width of the p region [2].  This would represent the 
short-circuit current if every photon that is absorbed by the solar cell is collected and 
contributes to the short-circuit current.  It should be noted that the average solar cell is 
only 10% efficient. 
 
The characteristics discussed above are just the fundamental properties of photovoltaic 
theory and are presented to provide the required material necessary for proper 
comprehension of the subject.  There is more information that may need to be explored 
for accurate system design, however, that would be beyond the scope of this paper.  
Please refer to [2] for further in-depth information regarding cell manufacturing, 
theoretical limits of photovoltaic conversion, semiconductor composition and other 
important topics regarding photovoltaic theory. 
 
A Complete Photovoltaic System 
 
Departing momentarily from theory, let us take a more practical approach in 
understanding the photovoltaic system as a whole, as it pertains to our daily lives.  We 
now have some knowledge pertaining to the solar cell and its major characteristics.  Our 
next task is to apply this knowledge and benefit from the results. 
 
Let us consider a single family home containing 4 family members.  In the United States, 
the average energy consumption is 12000 kWh/person/year.  However, this includes all 
the energy required at work, school and the energy required to produce goods purchased 
by each person.  Therefore, if we assume that, on average, the energy consumption per-
capita at home is one-third of the average energy consumption, we can conclude that 
energy consumption at the home is 4000 kWh/person/year.  Dividing by 365 days a year 
and multiplying by 4 members of the single family we have approximately 44 kWh/day 



 
 

  14 

of energy consumption.  We must now determine the size of the photovoltaic array to be 
installed, along with an adequately sized inverter to convert the DC generated by the 
solar panel(s) into AC used throughout the home.  Other considerations such as conductor 
sizing, circuit protection, etc. will be omitted in this paper but must be considered at the 
time of system design. 
 
According to [3], solar irradiance has been measured to be 1.3608 kW/m2 and thus the 
daily value of solar energy per square meter in terms of kilowatt hours is approximately 
32.66 kWh/m2.  Given the fact that the average photovoltaic cell is only 10% efficient, 
this value becomes 3.266 kWh/m2/day.  Therefore, for an average single family home 
consisting of 4 members, the size of the required photovoltaic array would approximately 
be 13.5 m2 (145 ft2), which the average household roof can more than accommodate for.   
 
Now to calculate the size of the inverter required, we must take into account that on 
average, present day inverters are 90% - 95% efficient, because some of the power is lost 
as heat during the conversion process.  Therefore, if we divide 44 kWh/day by 24 h/day 
we will have approximately 1.83 kW, and taking into account a 90% efficiency rating of 
the inverter, we must install an inverter rated at least 2 kW.  
 
Typically, the input voltages of inverters are between 140 VDC and 450 VDC, with 500 
VDC being the maximum input voltage allowable.  The output voltage of our panel(s) 
will vary throughout the day, each day, and will also vary with temperature.  We must 
ensure that the total open-circuit voltage of the installed panels does not exceed the 
maximum allowable input voltage of the inverter. 
 
Advances in technology and the photovoltaic cell fabrication process have led to the 
production of cells that are able to provide a much higher output in power than compared 
to the example shown in Figure 6, sometimes providing twice the maximum power point 
current under standard test conditions, STC (1 kW/m2, 25°C, AM 1.5) [4].  Let us 
consider a typical 156mm x 156mm (6.14 in x 6.14 in) monocrystalline silicon cell used 
in many photovoltaic panels today.  Each cell has the following specifications as shown 
in Table 1. 
 
We can construct a solar module capable of producing 200 W by connecting together 50 
monocrystalline silicon cells, whose specifications are shown in Table 1.   
 
There are two ways to connect solar cells, as there are two ways to connect any electrical 
components together, in series or in parallel, as shown in Figure 7.  Connecting cells in 
series effectively adds the output voltage of each cell, and in the same way, connecting 
cells in parallel adds the output current of each cell. 
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Parameter Value 
Maximum Power Rating (PMAX) 4 W 

Open Circuit Voltage (VOC) 0.616 V 
Short Circuit Current (ISC) 8.60 A 

Maximum Power Voltage (VMP) 0.496 V 
Maximum Power Current (IMP) 8.07 A 

 
Table 1    Specifications of a typical 156mm x 156mm monocrystalline silicon cell at STC (1 Kw/m2,  

  25°C, AM 1.5) 

 
 

 Figure 7     Solar Cell Connection  a) Series Connection of Solar Cells b) Parallel Connection of Solar  
     Cells 

 
For simplicity, and to follow the convention of most photovoltaic module manufacturers 
today, let us construct a solar module by connecting 50 individual photovoltaic cells in 
series, as shown in Figure 8. 
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This array will provide power for the 4 person household in our example and will only 
use 13.83 m2 (148.9 ft2) of the roof’s surface area.  This is strikingly close to the 13.5 m2 
(145 ft2) we calculated earlier, the difference of which can be attributed to extra materials 
required in the fabrication process of a typical photovoltaic module.  We can now 
construct a simple diagram for the photovoltaic system we designed for an average 
household of 4 people, as shown in Figure 9. 

 

 
 
Figure 9    A simple 2 kW photovoltaic system for a typical 4 person household 

 
As stated earlier, the reader may wish to explore in more detail in regard to photovoltaic 
theory and design by utilizing the sources referenced in this paper.  We conclude our 
discussion of photovoltaics and turn to the heart of this paper, the inverter, beginning 
with applicable power electronics theory. 
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POWER ELECTRONICS THEORY – AS IT RELATES TO THE INVERTER 
 
Introduction 
 
Without a minimal knowledge of power electronics theory and concepts, the task of 
properly identifying and understanding the operating characteristics of an inverter would 
be insurmountable.  Power electronics can be thought of, in a general sense, as a means to 
supply the proper voltages and currents to a load by way of processing and controlling 
electric energy through a mixture of power system and electronic components.  To 
visualize this statement, Figure 10 illustrates a block diagram of an elementary power 
electronic system. 
 

 
 
Figure 10    Block Diagram of an elementary power electronic system 

 
We can easily see that the Processor in Figure 10 accepts an incoming power signal 
(which may be single or three phase) and produces a suitable output power signal for the 
Load based on information it receives from the Controller.  For example, consider that 
our load accepts only a DC input and the only available input source available to us is an 
AC source.  By following the block diagram in Figure 10, the Processor could be 
comprised of a high-frequency transformer, rectifier circuits and filtering circuits to 
convert the sinusoidal AC source to a DC source suitable for the Load.  By the same 
token, the Controller could be comprised of a microcontroller which measures the output 
voltages of the rectifier circuit and filtering capacitor, compares it to a reference voltage 
and outputs a control signal to a MOSFET that controls the output of the transformer.  
This is just a simple example of the application of power electronics theory. 
 
In recent years, major advancements in the fields of microelectronics and semiconductor 
fabrication have allowed for more robust system design, faster processing speeds, higher 
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voltage and current capabilities and faster semiconductor switching speeds.  This allows 
for broader application of power electronics from simple household rectifying 
transformers to utility interactive inverters and beyond. 
 
Steady State Concepts and Fourier Analysis 
 
Before we dive into inverter theory, let us review some fundamental concepts required 
for an adequate understanding.  Power electronics involves circuits that contain devices, 
such as diodes and switches, which constantly alternate between their respective on and 
off states.  How can one determine if these circuits are in a state of transient response or 
in steady state?  The steady state of a circuit is the condition in which the circuit 
waveforms begin to repeat within a time period of T seconds.  For example, Figure 11 
below shows a circuit waveform in which the initial state of the circuit is of a transient 
nature which then settles into a steady state form, much like the response of a circuit 
containing reactive components changing from an off state to an on state. 

 

 
Figure 11    Example of a waveform with transient and steady state responses 
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Now consider that we must calculate the power generated/dissipated from a given circuit 
or part of a given circuit.  The instantaneous power flow of any given circuit can be 
calculated as 

 
ሻݐሺ݌     (13) ൌ  ݅ݒ

 
where v and i are the time varying waveforms of voltage and current respectively.  This 
does not give us usable information about the power of the circuit because it is different 
for each point in time.  However, if v and i repeat with a time period T in steady state, 
then we can calculate the average power, which is a more useful piece of information 
than the instantaneous power.  The average power can be calculated as 
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If the circuit in question consists of a purely resistive load, then v = Ri and can be 
substituted in equation (14) to yield 
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Let us now consider the RMS value I of the current, rather than the instantaneous, and 
express the average power as 

 
(16)     ௔ܲ௩ ൌ  ଶܫܴ

 
By comparing equations (15) and (16), we obtain 
 

ଶܫܴ ൌ ܴ
1
ܶ
න ݅ଶ݀ݐ
்

଴
 

 
And solving for the RMS current I yields, 
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Examining equation (17) reveals to us the origin of RMS, as in Root Means Square.  This 
is a general result and can be applied to all waveforms.  Utilizing the same method, the 
RMS voltage V is determined to be 

 

(18)     ܸ ൌ ඨ
1
ܶ
න ݐଶ݀ݒ
்
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By analysis, if v and i are a constant DC voltage and current, these equations would still 
remain valid except that the average and RMS values would be equal.  Also, if the 
waveforms of v and i are purely sinusoidal, such as in an AC circuit, then we can 
calculate the RMS voltage and current to be 
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where v and i are the peak values of the instantaneous voltage and current waveforms 
respectively. 
 
In power electronics, however, the more prevalent waveform is the nonsinusoidal 
waveform.  This is due to the fact that most of the waveforms in power electronics are 
synthesized by using pieces and segments of an input waveform or waveforms.  These 
waveforms are almost always highly distorted but are always analyzed in the steady state.  
As discussed earlier, the steady state waveform repeats with a time period T after an 
initial transient period has passed.  As such, once the circuit is in steady state and the 
period T can be determined, the frequency of the waveform, f, can be calculated as 
 

(20)     ݂ ൌ
߱
ߨ2

ൌ 	
1
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where ω is known as the angular frequency in rad/s.  The frequency f , in Hz, is known as 
the fundamental frequency and is usually denoted by a subscript 1.  There are circuits, 
however, where components with  unwanted frequencies may exist as a result of 
switching signals operating at a frequency other than the fundamental frequency, or they 
may be multiples, or harmonics of the fundamental frequency.  These are best shown in 
Figure 12. 
 
We can see that the general shape of the waveform is that of a square wave depicted by 
the dotted line.  However, in order to obtain the square wave shape, a triangle waveform 
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was modified to produce the square wave and the resulting unwanted components 
generated by the switching devices can easily be seen. 
 
It is important to calculate these components so as to determine the total distortion 
present in a particular circuit.  Fourier analysis is used to calculate these components.    

 
 
Figure 12    Example of a nonsinusoidal waveform with multiple frequency components 
 

In general, a nonsinusoidal waveform f(t) repeating with an angular frequency ω can be 
expressed using a Fourier Infinite Series as shown below 
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We can clearly see through these equations that a waveform in steady state is the sum of 
its Fourier components [8].  For example, a distorted waveform such as the one shown in 
Figure 12 can be synthesized by adding triangular waveforms at multiple pre-calculated 
frequencies to form the general shape of a square wave.  By the same token, we can 
quantify the amount of distortion present in any periodic waveform by means of an index 
called the total harmonic distortion, or THD. 
 
Leaving the derivation to the reader, the THD, usually shown in terms of percentage, is 
defined as 
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The terms in equation (25) are all in RMS and are based under a simplifying assumption 
of a purely sinusoidal waveform ܨ௦ଵ at the fundamental frequency.  The total waveform, 
 ௦ଵ and the sum of squares of all theܨ ௦, is the square root of the sum of the square ofܨ
waveforms containing multiples, or harmonics, of the fundamental waveform ܨ௦௛, where 

݄ ് 1.  The distorted waveform, ܨௗ௜௦, can be expressed as ൣܨ௦
ଶ െ ௦ଵܨ

ଶ൧
ଵ
ଶൗ . 

 
Fourier analysis is fundamental in understanding concepts related to power electronics 
such as waveform shaping and calculation of total harmonic distortion (THD).  It is left to 
the reader to further explore such topics for a more thorough understanding of Fourier 
analysis and its applications. 
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Semiconductor Switches 
 
The concept of switching and the use of semiconductor switches are essential to the 
theory, design and use of power electronic circuits.  These switches allow engineers to 
modify voltage and current signals and route them to appropriate loads or sub-circuits.  
Before beginning our discussion on switches, let us briefly take into account the 
fundamental element of switching losses.  Switching losses arise from the momentary 
surge in power resulting from the closing or opening of a switch.  This is better described 
through an illustration in Figure 13.   
 

 
Figure 13    Voltage, Current and Power Loss waveforms of a semiconductor switch 

 
The operation of a switch contains three states: turn-on, conduction and turn-off.  When a 
switch is closed and is in the turn-on state, the voltage across its terminal drops from a 
large value down to almost zero within a time period ݐ௢௡.  Respectively, the current rises 
sharply from no current to its full current value during that same time interval.  This 
results in a temporary spike in power during the turn-on state as seen in Figure 13.  After 
the turn-on period has elapsed, the switch is in its steady state known as the conduction 
state, shown by T in Figure 13.  When the switch is opened and is in the turn-off state, the 
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voltage across the switch begins to rise sharply within a time period ݐ௢௙௙.  And as such, 

the current drops sharply to zero during that same time period.  This turn-off state, as 
seen in Figure 13, also generates a temporary spike in power.  The average value of the 
sum of these spikes is known as switching losses and can be calculated by  
 

(26)     ௌܲௐ ൌ ቆන ݐ݀	݌
௧೚೙

଴
൅ න ݐ݀	݌

௧೚೑೑

଴
ቇ ௌ݂ௐ 

 
where ௌ݂ௐis the frequency at which the switch operates.  The total power loss of a switch 
is the sum of the power loss during the conduction state and the power loss due to 
switching and can be shown by 
 

(27)    	 ௧ܲ௢௧௔௟ ൌ ஼ܲ ൅ ௌܲௐ 
 
Calculation of these losses is essential in determining the overall efficiency of the circuit 
and allows engineers to determine the correct devices needed. 
 
One of the most important switching devices related to power electronics and inverter 
design is the power diode.  Power diodes are considered to be an uncontrolled 
semiconductor switch, in that it operates without, and independent of, a control signal.  
The semiconductor structure and circuit symbol of a power diode are shown in Figure 14. 
 

 
 

Figure 14   The semiconductor structure and circuit symbol of a typical power diode 

 
The current in a diode can only flow from anode to cathode under forward bias 
conditions, that is, the voltage from cathode to anode must be positive and within  a 
certain range.  Current in the reverse direction is blocked when this voltage is not 
positive.  The voltage-current characteristic of a power diode is shown in Figure 15. 
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IF – Forward Current
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IMR – Max. Reverse 
Biased Leakage Current

VBR – Reverse Biased 
Breakdown Voltage

 
 
Figure 15    Voltage-Current characteristics of a typical power diode (Different scales are used for positive 
and negative half-axes) 

 
Other important characteristics of the diode such as reverse recovery time are left for the 
reader to explore.  We will also forgo a discussion on semi-controlled switches, such as 
the thyristor family of semiconductor devices (SCRs, Triacs) and instead focus on three 
types of fully controlled semiconductor switches predominantly used in modern inverter 
systems, Power BJTs, Power MOSFETs and IGBTs.  This is not to say that these three 
are the only devices categorized as fully controlled switches, however, they are the most 
prevalent in inverter systems and most applicable in terms of the scope of this project. 
 
The bipolar junction transistor (BJT) is a three terminal semiconductor device.  An npn 
BJT is shown in Figure 16.  The collector (C) to emitter (E) path serves as the switch, 
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conducting or interrupting the main current, while the base (B) is the control electrode 
which “opens” or “closes” the switch. 
 

 
 
Figure 16    The semiconductor structure and circuit symbol of a typical power BJT 
 

In contrast to the thyristor family of devices not discussed in this paper, the collector 
current, ܫ஼, of the BJT can be controlled continuously by the base current, ܫ஻, as follows 
 

஼ܫ	    (28) ൌ  ஻ܫߚ
 

where ߚ is the DC current gain of the transistor.  This is more commonly known as a 
current-controlled switch and requires additional circuitry to properly bias and operate.  
In general, BJTs offer very low conduction losses, however, the disadvantages outweigh 
the advantages by a considerable margin.  The voltage-current characteristics of a typical 
BJT are shown in Figure 17.  It is important to note that in order for conduction losses to 
be kept to a minimum, the base current in the on-state must be high enough for the 
operating point to lie on, or close to, the hard saturation line associated with the lowest 
voltage drop across the BJT, thus resulting in the lowest power loss.  Also, the BJT 
cannot block negative collector-emitter voltages.  As such, if used in an AC-input 
converter, such as an inverter, the BJT must be protected from reverse breakdown with a 
diode connected in series with the collector.  In addition, the BJT is susceptible to what is 
known as a second breakdown.  The second breakdown is different from the more 
commonly known reverse avalanche breakdown (first breakdown) in that it occurs when 
both the collector-emitter voltage and collector current are high, during turn-on or turn-
off states.  Local hotspots appear in the semiconductor due to crystal faults, or doping 
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Figure 17    Voltage-Current characteristics of a typical power BJT 

 

fluctuations, and high power losses.  Throughout operation time, the temperature of these 
hotspots will rise ever higher and cause irreparable damage to the semiconductor.  
Another disadvantage of the BJT is its low current gain.  As a result, multiple transistors 
must be used to provide a sufficient and usable current in power electronic converters.  In 
recent years, power BJTs have been losing their market share to insulated-gate bipolar-
transistors (IGBT), described later in the text.  Voltage-controlled IGBTs possess all the 
advantages of BJTs, such as high current capability, without the weaknesses, such as 
second breakdown or current-controlled switching. 
 
The power MOSFET (metal-oxide semiconductor field-effect transistor), shown in Figure 
18, is best known for its high switching speed and simpler control circuitry.  Also, 
MOSFETs have a negative temperature coefficient, which allows for paralleling 
transistors for increased current-handling capability along with uniform current density 
within the device, preventing second breakdown from occurring, as in BJTs.  In addition,  
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Figure 18    The semiconductor structure and circuit symbol of a typical power MOSFET 

 

the short turn-on and turn-off times of the MOSFET result in low switching losses, even 
at the high switching frequencies used with MOSFETs.  Similar to BJTs, MOSFETs 
cannot be exposed to negative drain-source voltages unless protected by a diode 
connected in series with the transistor.  The main drawback of MOSFETs, however, is 
the inability to carry large currents.  The characteristics of the MOSFET, as seen in 
Figure 19, are strikingly similar to those of the BJT.   
 

 
 
Figure 19    Voltage-Current characteristics of a typical power MOSFET 
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However, it should be noted that there is no hard saturation line as is present in BJTs.  So 
the question arises, how can we incorporate the high current-handling capability of BJTs 
at higher switching frequencies of MOSFETs without the drawbacks of either device?  
The solution is the insulated gate bipolar transistor, shown in Figure 20. 
 

 
 
Figure 20    The equivalent circuit and circuit symbol of a typical IGBT 
 

As can be seen, IGBTs are hybrid semiconductor devices, combining the advantages of 
MOSFET and BJT technologies.  Like MOSFETs, they are voltage controlled but have 
lower conduction losses and higher voltage and current ratings.  The voltage-current 
characteristics of a typical IGBT are shown in Figure 21.  There are generally two types 
of IGBTs, the asymmetrical and symmetrical type.  The majority of IGBTs available on 
the market are of the asymmetrical type, that is, they do not have reverse voltage 
blocking capability.  Symmetrical IGBTs can block reverse voltages as high as the rated 
forward-blocked voltage.  This is a great advantage of these devices provide, however, it 
comes at the cost of slightly higher conduction losses when compared to their 
asymmetrical counterpart. 
 
The on-state voltage drop of IGBTs is comparable to BJTs but superior to power 
MOSFETs.  Similar to MOSFETs, IGBTs are turned on by a gate-emitter voltage around 
20 V and turned off by zero voltage.  Also, IGBTs can be switched with frequencies 
undetectable by the human ear (exceeding 20 kHz).  Lastly, the maximum voltage and 
current ratings currently available are 6.5 kV and 2.4 kA respectively.  It is because of 
these advantages that IGBTs are the preferred semiconductor power switch for use in 
modern power electronics equipment, including utility interactive inverters. 
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Figure 21    Voltage-Current characteristics of a typical IGBT 

 
The Basic Inverter 
 
We must now develop an understanding of waveform inversion and begin to apply it in 
our pursuit of identifying the crucial operating requirements of the utility interactive 
inverter.  The concept of waveform inversion is rather elementary; given a particular 
waveform as an input, modify that waveform into a signal that is appropriate for the load 
in question.  For our purposes, the load in question is the 60 Hz AC waveform of the 
utility’s electrical supply and the input waveform that needs modifying is a DC signal 
from a photovoltaic module.  Let us begin with the most basic topology of a DC to AC 
inverter circuit shown in Figure 22.  This topology is better known as the H-Bridge, or 
 

 
 
Figure 22    Fundamental inverter circuit using McMurray’s H-Bridge topology 
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Full-bridge, inverter circuit first patented by William McMurray in 1965 for the General 
Electric Company [9]. 
 
This simplified version of the H-bridge utilizes four (4) semiconductor switches (shown 
here as mechanical switches for simplicity), two on each leg (diodes are placed across the 
terminals of each switch to prevent a short circuit condition in the event that all switches 
are in the closed position.  Each end of the load is tied to one of the legs between two 
switches.  Let us assume that the load is purely resistive and that it requires an AC 
waveform to operate.  By closing switches SW1 and SW4 in Figure 22, a positive 
voltage, at the value of the DC source, is created from point b to a, which results in a 
current flowing through the load from point a to b.  Now if we open switches SW1 and 
SW4 and close switches SW2 and SW3, a positive voltage, at the value of the DC source, 
is now created from point a to b, which causes the current to flow from point b to a.  This 
results in a negative voltage and current seen at the load.  Both conditions are illustrated 
in Figure 23. 
 

 
 
Figure 23    H-Bridge inverter a) positive current at load, b) negative current flow at load 

 
By alternating this switching pattern every 0.00833 seconds, we will create an AC 
waveform at the load with a frequency of 60 Hz, as seen in Figure 24.  Although this 
waveform is a square wave, it is nevertheless an AC waveform.  Notice the absence of 
the waveforms of switches SW2 and SW4 as they only provide a path to ground, thus 
their respective voltages will be zero throughout the inversion process. 
 
As discussed earlier, when dealing with waveform shaping, especially in utility 
interactive inverter design, care must be taken to minimize the THD of the output 
waveform.  In the case of our basic inverter, the output we obtained was a square wave, 
much too different from the sinusoidal waveform we see at the utility.  Using Fourier 
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analysis, it can be shown that a square wave is obtained through the summation of 
harmonic components of a sine wave.  By utilizing this knowledge along with equation 
(25), let us calculate the %THD of the square wave we obtained from our basic inverter. 
 

 
 
Figure 24   Voltage and Current waveforms of circuit in Figure 23 
 

In Figure 24, we see that our output waveform has a fundamental frequency of 60 Hz.  
We can calculate the RMS value of the voltage using equation (18) as follows 
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The RMS value of the voltage waveform’s fundamental component can be found to be 
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By plugging in equations (29) and (30) into the second form of equation (25), we obtain 
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ܦܪܶ% ൌ 48.34% 

 
As we can see from our result, and it is no surprise, that the total harmonic distortion in 
our output waveform is significantly high.  The same result will be obtained if solving for 
the output current waveform iLOAD.  We must explore some different control techniques to 
hopefully generate a waveform which has an acceptable level of distortion. 
 
Inverter Control Schemes – Single Phase 
 
To continue with our basic inverter, let us try and minimize the THD for this circuit.  Let 
us define a general square wave, as shown in Figure 25, with an arbitrary value, t1, which 
directly affects the duty cycle of the inverter.  The RMS value of this square wave can be 
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Figure 25    General square wave function with duty cycle variable t1 

 
found by using equation (32) below 
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The RMS value of the fundamental component of the square wave can be found using 
equation (24) and the laws of symmetry applicable to the Fourier series, shown in 
equation (22). 
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To be able to use equation 34 in our attempt to minimize THD, we must obtain the RMS 
value of the first fundamental as shown below 
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We can now plug in equations (33) and (35) into equation (25) and obtain a general 
equation for the THD as shown below 
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Now that we have a generalized equation for the THD, an attempt to minimize it is rather 
elementary and can be accomplished by setting its derivative to zero and obtaining 
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Solving equation (37) for α, we obtain only one plausible solution of 0.45235 rad 
(23.22°), which is supposed to give us the minimum value of THD for a square wave.  
Plugging our result into equation (36) we obtain a %THD of 29.3%, an improvement of 
40%.  This method has significantly reduced the THD of the square wave, however, in 
order for us to be able to utilize an inverter in a utility interactive environment, we must 
limit our THD as much as possible.  The important thing to note is to achieve, as much as 
possible, a sinusoidal current waveform.  A pulse width modulated control scheme has 
shown to provide output waveforms close to sinusoidal form. 
 
Pulse Width Modulation (PWM) is a very popular technique used in power electronics, 
mainly due to the fact that the harmonics in the current waveform are kept low as 
compared to other techniques, such as the square wave operation shown earlier.  PWM 
involves the use of two signals, a carrier signal which operates at a switching frequency 
of fs, and a modulation signal operating at the desired output frequency f1.  Usually a 
triangular waveform is utilized as the carrier, and fs is usually in the range of a few 
hundred Hz to 20 kHz, and maybe higher depending on the type of semiconductor 
switches being used.  The modulation, or control signal is a sine wave at 60 Hz in our 
case.  These are illustrated in Figure 26. 
 

 
 
Figure 26    PWM with bipolar voltage switching, showing control and carrier signals 
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To control the switches shown in the circuit of Figure 22, the control signal, vcontrol, is 
compared to the carrier signal, vcarrier and the output of the comparison is the logic signal 
applied to the semiconductor switches.  The switching logic is as follows: 
 

vcontrol > vcarrier, SW1 & SW4 are ON, SW2 & SW3 are OFF 

vcontrol < vcarrier, SW1 & SW4 are OFF, SW2 & SW3 are ON 

 
This results in the following voltage waveform at the load of Figure 22: 
 

 
 
Figure 27    Bipolar PWM voltage waveform at the load of circuit in Figure 22 

 
Let us also define the following ratios for reference 
 

(38)     ݉௔ ൌ
෠ܸ௖௢௡௧௥௢௟
෠ܸ௖௔௥௥௜௘௥

 

 
and 
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(39)    	݉௙ ൌ
௦݂
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where ݉௔ is the amplitude modulation ratio and ݉௙ is the frequency modulation ratio.  
෠ܸ௖௢௡௧௥௢௟ is the peak amplitude of the control (modulation) signal and ෠ܸ௖௔௥௥௜௘௥ is the 
amplitude of the triangular carrier signal and is generally kept constant. 
 
This type of PWM is termed bipolar switching because the voltage swing of the 
waveform alternates from positive to negative, hence the word bipolar.  Due to the fact 
that the voltage change in a bipolar PWM switching scheme varies so drastically with 
respect to time, the current on the DC side of the circuit develops significant ripples.  
This can be mitigated, however, using a unipolar PWM switching scheme.  The term 
unipolar implies that the PWM control signal for each switching state does not alternate 
in sign, however, switches from positive to zero and negative to zero, as shown in Figures 
28 and 29. 
 

0

1/fs

vcontrol vcarrier -vcontrol

 
 

Figure 28    PWM with unipolar switching, showing control and carrier signals 
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The unipolar PWM switching scheme is accomplished by making an additional 
comparison of the negative of the control signal to the carrier signal.  Also, each pair of 
switches is controlled independently, rather than just taking the complement of 
comparison and feeding into the opposite set of switches.  The control logic for operating 
the switches are 
 

vcontrol > vcarrier, SW1 ON & SW2 OFF 

vcontrol < vcarrier, SW1 OFF & SW2 ON 

(-vcontrol) > vcarrier, SW3 ON & SW4 OFF 

(-vcontrol) < vcarrier, SW3 OFF & SW4 ON 

 
By analyzing Figure 28, we can conclude that four possible states exist in unipolar PWM 
switching.  They are described by 
 

vcontrol > vcarrier & (-vcontrol) > vcarrier, SW1 ON-SW2 OFF & SW3 ON-SW4 OFF 
vcontrol < vcarrier & (-vcontrol) < vcarrier, SW1 OFF-SW2 ON & SW3 OFF-SW4 ON 
vcontrol > vcarrier & (-vcontrol) < vcarrier, SW1 ON-SW2 OFF & SW3 OFF-SW4 ON 

(-vcontrol) < vcarrier & (-vcontrol) > vcarrier, SW1 OF-SW2 ON & SW3 ON-SW4 OFF 
 
and thus, the resultant voltage waveform seen at the load is illustrated in Figure 29. 
 
One of the advantages of a unipolar switching scheme is the reduced ripple on the DC 
side current as stated before.  Another advantage is that the number of pulses generated 
has doubled for the same switching frequency as used in bipolar switching.  This, in 
effect, is the same as doubling the sampling frequency of an AD converter, which 
consequently results in a much more precise output waveform.  As such, the output 
current waveform will contain fewer harmonics.   
 
Inverter Control Schemes – Three Phase 
 
The inverter control methods described so far also apply in three phase inverter systems, 
like the general one shown in Figure 30.  Obviously more components are required in a 
three phase inverter system, along with more control signals.  If we wish to operate our 
three phase inverter utilizing a square wave scheme, at least three control signals are 
required (we are not taking into account the inversion of a signal to designate the 
complement state, i.e. switch 2’s control signal is the complement of switch 1’s control 
signal).  In addition, the pulses for each leg must be timed so that phase difference 
between each phase is 120°.  Also, all switches operate at a duty ratio of 50%, which 
means that at any instant of time, three switches are on.  The voltage waveforms are 
shown in Figure 31. 
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Figure 29    Unipolar PWM voltage waveform at the load of circuit in Figure 22 

 
 

 
 
Figure 30    General 3-phase inverter circuit 
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Figure 31    Three-phase square wave inverter voltage waveforms (VBC and VCA not shown) 

 
We can see that the operation is exactly the same as in the single phase inverter, with the 
only difference being the additional switching leg.  It should be noted that in the square 
wave mode of operation, the inverter itself cannot control the magnitude of the output AC 
voltages.  Therefore, it is essential that the DC input be controlled in order to control the 
output in magnitude. 
 
From Fourier analysis, we calculate the following fundamental –frequency line-to-line 
RMS voltage component of the output operating in square-wave mode to be 
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The line-to-line output voltage waveform does not depend on the load and contains 
harmonics (6n ± 1; n = 1, 2, …) whose amplitudes decrease inversely proportional to 
their harmonic order shown by 

 

(41)  			 ௅ܸ௅೓ ൌ
0.7797
݄ ஽ܸ஼ 

 
where 

 
݄ ൌ 6݊ േ 1	ሺ݊ ൌ 1, 2, 3, … ሻ 

 
In addition to the square wave control scheme, we can also implement a three-phase 
PWM control scheme to better reduce the harmonics, as shown in Figure 32.   
 

vcontrol, A

0

vcarrier vcontrol, B vcontrol, C

 
 
Figure 32    Three-phase control and carrier waveforms for PWM 
 

This is achieved much the same as it is implemented in a single phase system, however, 
we utilize 3 sinusoidal control voltages that are 120° apart from one another to obtain a 
balanced three phase output.  This PWM scheme will be a unipolar switching scheme as 
we are comparing three different control waveforms.  As in the square wave mode of 
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operation, we will need at least three control signals to operate the semiconductor 
switches.  The control and output waveforms are shown in Figure 33.   

 

 
 
Figure 33    Three-phase PWM inverter voltage waveforms (VBC and VCA not shown) 

 
The following logic applies when employing a three-phase PWM and was illustrated in 
Figure 33: 
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vcontrol, A > vcarrier, SW1 ON & SW2 OFF 

vcontrol, A < vcarrier, SW1 OFF & SW2 ON 
vcontrol, B > vcarrier, SW3 ON & SW4 OFF 

vcontrol, B < vcarrier, SW3 OFF & SW4 ON 
vcontrol, C > vcarrier, SW5 ON & SW6 OFF 

vcontrol, C, < vcarrier, SW5 OFF & SW6 ON 
 
It should be noted that if ݉௙ is chosen to be odd and a multiple of 3, the phase difference 

between the ݉௙ harmonic in the three phases will be equivalent to zero, thus eliminating 

line-to-line even and dominant harmonics.  This applies to low values of ݉௙	ሺ݉௙ ൑ 21ሻ.  

For large values of ݉௙ (݉௙ ൐ 21), an asynchronous PWM should be employed where the 

frequency of the triangular carrier signal is kept constant and the frequency of the control 
signal varies, resulting in non-integer values of ݉௙. However, subharmonics at zero or 

close to zero frequency will cause large currents, and therefore, this method is not 
recommended for loads such as AC motors.  During over-modulation, ሺ݉௔ ൐ 1.0ሻ,	
regardless of the value of ݉௙, a synchronized PWM with ݉௙ designated to be a multiple 

of 3 should be employed. 
 
There are additional control schemes and strategies employed in the design of inverters; 
however, for the purposes of this project, we will conclude the discussion here.  The 
reader may wish to research additional texts and technical documentation regarding 
proposals of newer, more efficient control techniques.  We will however, turn now to 
some basic inverter topologies and concentrate on those more prevalent in utility 
interactive, or grid-tied inverters. 
 
Inverter Topologies 
 
There are three main topologies used in utility interactive inverters: the low frequency 
transformer topology, high frequency transformer topology and the transformerless 
topology.  There obviously exists variations on each of the topologies just listed, 
however, we will only focus on these general topologies to provide an adequate 
understanding of the operating characteristics of the utility interactive inverter.  Most of 
the inverter topologies used today are based on McMurray’s H-Bridge topology.  Let us 
begin with the low frequency transformer topology as shown in Figure 34. 
 
As we can see from the figure, this topology’s name is derived from the fact that a low 
frequency transformer (rated at the grid’s line frequency) is directly connected to the grid.  
Two filters are placed in the circuit, one on the DC side and the other just after the 
inversion process and ahead of the transformer.  A DC boost stage without a transformer 
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is utilized in this topology, if required [10].  The advantages of the low frequency 
transformer topology are its robustness and electrical isolation from the grid.  However, 
due to the  
 

 
 

Figure 34    Low frequency transformer topology 
  

fact that a low frequency transformer is being utilized, the overall weight of the inverter 
is increased significantly along with its volume. 
 
The next evolution in inverter topologies was the high frequency transformer topology 
shown in Figure 35. 
 

 
 
Figure 35    High frequency transformer topology with boosting inverter 
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This topology contains three stages of conversion.  The first stage converts and boosts the 
DC input from the photovoltaic source into a high frequency AC signal.  This high 
frequency AC signal is then fed into a high frequency transformer.  The secondary of the 
transformer serves as the input to a rectifier circuit which transforms the high frequency 
AC back to DC.  At this point, the signal undergoes a final inversion process, is filtered, 
and fed into the grid.  The low weight and small size of high frequency transformers 
provides a great weight and size reduction compared to inverters using topologies with 
low frequency transformers.  As with the previous topology, electrical isolation is 
achieved using the high frequency transformer.  However, the drawbacks to this topology 
are the reduced efficiency due to the high switching losses, the increased complexity of 
the topology and, most importantly, an increased cost due to the higher number of parts 
used. 
 
The current trend in inverter topology design is the transformerless topology as shown in 
Figure 36. 
 

 
 

Figure 36    Transformerless inverter topology 
 

The transformerless topology generally involves only two stages, a boost stage, followed 
by the inversion stage and is similar to the inverter discussed earlier.  The signal is then 
filtered prior to being fed into the grid.  This topology provides reduced size, reduced 
cost, reduced weight and higher efficiency compared to the prior two topologies utilizing 
transformers.  However, the one major drawback is its lack of electrical isolation.  Many 
inverter manufacturers have already developed numerous inverter topologies based on the 
transformerless model.  Reference [10] outlines and discusses a variety of 
implementations based on this type of topology. 
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STANDARD FOR THE UTILITY INTERACTIVE PHOTOVOLTAIC INVERTER 
 
Design Considerations in Accordance with IEEE 1547 –Standard for Interconnecting 
Distributed Resources with Electric Power Systems 
 
The general characteristics of the inverter and its operation have been explained.  We are 
now ready to discuss pertinent and practical topics related to utility interactive inverters 
used in photovoltaic applications. 
 
The Institute of Electrical and Electronics Engineers (IEEE) has written a standard that 
deals with the presence of distributed systems, such as photovoltaic systems, in the 
electrical power grid.  IEEE 1547 outlines the minimum operating requirements of an 
inverter to ensure safety amongst the public and utility workers.  Underwriters 
Laboratories (UL) has adopted this standard and harmonized it with its own respective 
standard to ensure electrical safety.  It is essential that engineers, who design inverters for 
utility interactive applications, comply with these requirements.  Keep in mind that the 
IEEE standard is relevant in the United States and other standards exist for different 
locales, such as Europe and Asia, however, we will be concentrating solely on the IEEE 
standard requirements in the upcoming analysis.   
 
IEEE 1547 requires that certain conditions be met during the operation of a utility 
interactive, or grid-tied, inverter.  These conditions have been set to ensure the safety of 
utility workers and the public alike.  The first major requirement in our discussion is in 
regard to the voltage output of the inverter and its deviation from the utility supplied 
voltage.  The inverter must disconnect from the utility line within certain prescribed time 
intervals in the event that the output voltage of the inverter deviates from the utility 
supply by a certain percentage.  This requirement is outline in Table 4. 
 

Voltage Range (%) Disconnection Time (s) 
V < 50 0.16 

50 ≤ V ≤ 88 2.00 
110 ≤ V ≤120 1.00 

V ≥ 120 0.16 
 
Table 4    IEEE 1547 Disconnection Requirements for Voltage Deviation 
 

It can be seen that the safe operating range is 88 < V < 110, and during extreme 
deviations (V < 50, V ≥ 120) the inverter must disconnect within 10 cycles of operation (T 
= 1/f = 1/60 Hz = 0.0167).  To comply with this requirement, voltage sensing must be 
employed within the inverter control scheme to detect these variations and disconnect 
itself from the utility if needed. 
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The other major requirement is frequency deviations in the inverter’s output signal.  A 
major difference between the inverter frequency and that of the utility will cause havoc 
among protective devices in the utility and subject loads to unwanted frequencies that can 
cause permanent damage.  The frequency deviation requirement is summarized in Table 
5. 
 

Frequency Range (Hz) Disconnection Time (s)
f < 59.3 or f > 60.5 0.16 

 
Table 5    IEEE 1547 Disconnection Requirement for Frequency Deviation 

 
The standard allows for the adjustment of the lower limit of the frequency provided that 
the nominal power of the system is less than 30 kW.  Again we see a disconnection 
requirement of 10 cycles. 
 
The next requirement involves minimization of DC current injection into the grid and 
applies mainly to the transformerless inverter since conventional inverter systems utilize 
transformers, providing galvanic isolation and thus minimizing the injected DC current.  
DC current fed into the utility can saturate distribution transformers, which leads to 
overheating and tripping of the overcurrent protection devices.  The standard requires that 
the DC current component in the output of the inverter must be less than 0.5% of the 
rated RMS output current.  This should be done using harmonic analysis via Fast Fourier 
Transform (FFT) to measure the DC component of the current.  It should also be noted 
that the standard does not explicitly state a maximum trip time condition. 
 
Another important requirement of IEEE 1547 is the minimization of current harmonics.  
Low distortion levels ensure that no adverse effects are caused to other equipment 
connected to the utility system.  Table 6 summarizes the maximum allowable current 
harmonics in the output of an inverter. 
 
Individual 
harmonic 

order 
(odd) 

h < 11 11 ≤ h <17 17 ≤ h <23 23 ≤ h <35 35 ≤ h 

Total 
Harmonic 
Distortion 

(THD) 
% 4.0 2.0 1.5 0.6 0.3 5.0 

 
Table 6    IEEE 1547 Maximum Allowable Current Harmonics 
 

The most technically challenging requirement set forth by IEEE 1547 is what is called the 
Anti-Islanding requirement.  Islanding, in terms of grid connected photovoltaic systems, 
takes place when the inverter fails to disconnect from the grid within a period of time 
after the grid has tripped.  For example, if a local distribution transformer is overloaded, 
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and the pole top fuses blow, the grid is now disconnected from the homes connected to 
that transformer.  If one of those connected houses utilizes a photovoltaic system and it 
fails to disconnect from the grid, it would be generating a voltage at the open conductors.  
Utility line workers sent to repair the problem will not know a voltage is present at those 
conductors and it will pose a serious safety hazard.  Also, in the event that the protective 
devices are closed, an out of phase source from the inverter will cause damage to the line, 
the associated equipment and may injure the utility line workers.  As such, in order to 
avoid these serious consequences, IEEE 1547 requires that an inverter involved in an 
islanding scenario disconnect from the grid within 2 seconds. 
 
A testing condition is required by IEEE 1547 as is shown in Figure 37.   
 

 
 

Figure 37    IEEE 1547 Anti-islanding test setup 

 
The test conditions require that an adjustable RLC load be connected in parallel between 
the inverter and grid.  The resonant LC circuit should be adjusted to resonate at the rated 
grid frequency f and to have a quality factor of ܳ௙ ൌ 1, or in other words, the reactive 

power generated by C should equal the reactive power absorbed by L and should equal 
the power dissipated in R at the nominal power P and rated grid voltage V.  As such, the 
values for the local RLC load shown in Figure 37 can be calculated as 
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(42) 				ܴ ൌ
ܸଶ

ܲ
, ܮ ൌ

ܸଶ

௙݂ܳܲߨ2
, ܥ ൌ

ܲܳ௙
ଶܸ݂ߨ2

 

 
The parameters in (42) should be fine-tuned until the grid current through S3 is lower 
than 2% of the rated value in steady-state.  In this condition, S3 should open, and the time 
it takes for it to open should be measured and required to be less than 2 seconds.  In 
three-phase inverters (grounded neutral Y), each phase should be tested with respect to 
the neutral conductor individually.  For three-wire three-phase systems (ungrounded 
Delta), the RLC load should be connected between the phases. 
 
IEEE 1547 also outlines a requirement for reconnection, in the event that one of the 
previously mentioned requirements caused the inverter to disconnect from the utility.  
This requirement states that an inverter cannot reconnect to the grid unless the voltage V 
is in the range of 88 < V < 110 (%) of the rated grid voltage and the frequency f is in the 
range 59.3 < f < 60.5 (Hz) of the rated grid frequency.  This ensures the safety of utility 
personnel and the public from dangerous reconnection scenarios. 
 
These requirements must be accounted for during the inverter design process.  We will 
discuss the methodology in designing for and dealing with these very important 
requirements in the following sections.  
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UTILITY SYNCHRONIZATION FOR SINGLE PHASE INVERTERS 
 
Introduction 
 
Utility synchronization is an essential aspect of all utility interactive inverters.  
Synchronization ensures that the inverter output works in unison with the utility power 
and mitigates the passage of harmful harmonics and DC components into the grid.  Due 
to the unpredictable nature of utility power (i.e. faults, constantly changing loads, etc.), 
the inverter must be able to monitor and respond to any changes in the utility variables at 
a very fast speed.  Several synchronization methods will be discussed, from the use of the 
impractical Fourier based adaptive filters to the more robust, practical and accurate 
phase-locked and frequency-locked loop methods.   
 
The Fourier Adaptive Filter 
 
To begin this discussion on the Fourier adaptive filter, let us recall equations (21), (22), 
(23) and (24) and only rewrite the integration limits and terms in equations (23) and (24) 
for a more general description.   
 

(21)    	݂ሺݐሻ ൌ ଴ܨ ൅෍ ௛݂ሺݐሻ
ஶ

௛ୀଵ

ൌ
1
2
ܽ଴ ൅෍ሼܽ௛ cosሺ݄߱ݐሻ ൅ ܾ௛sin	ሺ݄߱ݐሻሽ

ஶ

௛ୀଵ

 

 

଴ܨ	    (22) ൌ
1
2
ܽ଴ ൌ

1
ߨ2

න ݂ሺݐሻ݀ሺ߱ݐሻ
ଶగ

଴
ൌ
1
ܶ
න ݂ሺݐሻ݀ݐ
்

଴
 

 

(43)    	ܽ௛ ൌ 2
1
ܶ
න ݂ሺݐሻ cosሺ݄߱ݐሻ ݐ݀
்

଴
ൌ
1
ߨ
න ݂ሺߠሻ cosሺ݄ߠሻ ݀ሺߠሻ
గ

ିగ
 

 

(44)    	ܾ௛ ൌ 2
1
ܶ
න ݂ሺݐሻ sinሺ݄߱ݐሻ ݐ݀
்

଴
ൌ
1
ߨ
න ݂ሺߠሻ sinሺ݄ߠሻ ݀ሺߠሻ
గ

ିగ
 

 
By analyzing the equations above, we can see that they can be used to implement a 
selective band-pass filter by multiplying an input signal, v, by the sine and cosine basic 
functions at the desired frequency.  Assuming the utility frequency is a constant and well 
known magnitude, the order of the harmonic to be extracted at the output of this proposed 
band-pass filter, v’, is selected by setting the value of the parameter h.  This proposed 
adaptive band-pass filter is illustrated in Figure 38.  
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Figure 38    Adaptive filter based on Fourier series decomposition 
 

As we can see, the mean value of the signals resulting from multiplying v by the sine and 
cosine functions is obtained by using a low-pass filter (LPF).  The cut-off frequency of 
this LPF is a function of the lowest frequency component of the input signal, which under 
normal operating conditions, matches the fundamental frequency component ߱ଵ (f = 60 
Hz).  Sufficed to say, ߱ଵ is the variable of interest when designing inverter control 
systems for utility synchronization, and thus, we shall set h = 1 in the sine and cosine 
functions of filter shown in Figure 38.  As a result, the lowest frequency component at the 
input of the LPF will be at 2߱ଵ(f = 120 Hz).  This implies that the cut-off frequency of 
the LPF should be at least one decade lower than 2߱ଵ, at 12 Hz, which denotes a very 
slow dynamic response of the system.  In addition, this cut-off frequency should be even 
lower if either subharmonics or DC components are present in the input signal, which 
could very well be the case in utility sources.  Also, this method of synchronization 
would be impractical due to the fact that in a real world situation, we cannot assume that 
the utility frequency is a constant and well known magnitude. 
 
Let us define equations (43) and (44) in terms of Euler’s identities of the sine and cosine 
functions shown as 
 

(45)					 cosሺ݄߱ݐሻ ൌ
݁௝௛ఠ௧ ൅ ݁ି௝௛ఠ௧

2
 

 

(46)					 sinሺ݄߱ݐሻ ൌ
݁௝௛ఠ௧ െ ݁ି௝௛ఠ௧

2݆
 

 
By plugging in equations (45) and (46) into equations (43) and (44), and rearranging the 
resulting range of the summations, we end up with the compact complex form of the 
Fourier series as shown below in equation (47), in which both positive and negative 
frequencies are considered. 
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(47) 				݂ሺݐሻ ൌ ܽ଴ ൅෍ܿ௛݁௝௛ఠ௧ ൅෍ܿ௛݁ି௝௛ఠ௧
ஶ

௛ୀଵ

ஶ

௛ୀଵ

 

ൌ෍ܿ௛݁௝௛ఠ௧ ൅ ෍ ܿ௛݁௝௛ఠ௧
ିஶ

௛ୀିଵ

ஶ

௛ୀ଴

 

ൌ ෍ ܿ௛݁௝௛ఠ௧
ஶ

௛ୀିஶ

 

 
where 

(48) 				ܿ௛ ൌ
1
2
ሺܽ௛ െ ݆ܾ௛ሻ ൌ

1
ܶ
න ݂ሺݐሻ
்

଴
݁ି௝௛ఠ௧݀ݐ 

 
Equation (47) provides a great introduction to the concept of the Discrete Fourier 
Transform and its use in utility synchronization. 
 
The Discrete Fourier Adaptive Filter 
 
To introduce the concept of the discrete Fourier transform, let us consider a pulse 
function which repeats every time period T and defined by the following expressions.  
These “train” of pulses will be processed using equation (48). 

 
 
 

 
 

ሻݐሺݒ				 (49)
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The complex coefficients of the Fourier series of the above waveform are calculated by 
solving the integral in equation 48.  If we gradually made the period T longer while 
keeping the pulse duration, τ, constant, we can see that the complex coefficients 

calculated by equation 48 become smaller each time since the integral is being divided by 
T.  In fact, as T approaches infinity, the signal v(t) becomes aperiodic and all the 
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coefficients calculated by equation (48) are equal to zero.  Since the signal is now 
aperiodic, we can apply the principal of time/frequency duality by removing the period T 
in equation (48) and rewriting equation (47) as follows: 
 

(50)					ܸሺ߱ሻ ൌF	ሾݒሺݐሻሿ ൌ න ݐሻ݁െ݆߱ݐሺݒ
∞

െ∞
 

 
Equation 50 is known as the Fourier transform, which transforms a function in the time 
domain, periodic or aperiodic, into its dual in the frequency domain, provided that the 
integral exists.  However, equation (50) must be able to be utilized by a digital signal 
processor; therefore, the integral in equation is calculated by a summation of a finite 
number of equally spaced samples in time.  This is defined as 
 

ሾ݇ሿݒ				 (51) ൌ ݐሺߜሻݐሺݒ െ ݇ ௦ܶሻ				with					݇ ൌ 0, 1, … ,ܰ െ 1	
 
where δ(x) is the unit impulse function, ௦ܶ is the sampling period and N is the number of 

samples to be processed.  The product NTS provides the duration of the repetition pattern 
of the input signal and usually matches T, the period of the fundamental frequency 
component.  Therefore, from equations (50) and (51) we can a define the discrete Fourier 
Transform (DFT) as 
 

(52)					ܸሾ݊ሿ ൌ ෍ ሾ݇ሿݒ ∙ ݁ି௝ଶగ
௞
ே௡

ேିଵ

௞ୀ଴

					with					݊ ൌ 0, 1, … . , ܰ െ 1 

 
We can also define the inverse discrete Fourier Transform (IDFT) as 
 

ሾ݇ሿݒ					(53) ൌ
1
ܰ
෍ ܸሾ݊ሿ݁௝ଶగ

௡
ே௞

ேିଵ

௡ୀ଴

 

 
As we can see by equation (52), the DFT algorithm requires N2 complex multiplications 
and N2 – N complex additions.  The calculation of the DFT algorithm for each sampling 
period is a great burden on the inverter’s digital controller, despite the fact that only a 
single frequency component of the utility voltage is computed.  As such, a recursive 
formulation of the DFT is usually used to reduce the computational burden on the 
microcontroller. 
 
In the recursive algorithm, the nth frequency component of the input signal at the [kS] 
instant is calculated from the value of the input signal at the [kS] instant and the value of 
the nth frequency component at the [kS-1] instant.  To better explain this process, the DFT 
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algorithm is computed at the [kS-1] and [kS] instants in order to extract the nth harmonic 
of the input signal: 
 

(54)					ܸሾ݊ሿ|௞ೄషభ ൌ ෍ ሾ݇ሿ݁ି௝ଶగݒ
௞
ே௡

௞ೄିଵ

௞ୀ௞ೞିே

 

 

(55)					ܸሾ݊ሿ|௞ೄ ൌ ෍ ሾ݇ሿ݁ି௝ଶగݒ
௞
ே௡

௞ೄ

௞ୀ௞ೞିேାଵ

 

 
Subtracting equation (54) from (55) gives 
 

(56)					ܸሾ݊ሿ|௞ೄ ൌ ܸሾ݊ሿ|௞ೄషభ ൅ ሾ݇ௌሿ݁ݒ
ି௝ଶగ

௞ೄ
ே ௡ െ ሾ݇ௌݒ െ ܰሿ݁ି௝ଶగ

௞ೄିே
ே ௡ 

 

Since ݁ି௝ଶగ
ೖೄషಿ
ಿ

௡ ൌ ݁ି௝ଶగ
ೖೄ
ಿ
௡, the recursive discrete Fourier Transform (RDFT) 

algorithm can be formulated as 
 

(57)					ܸሾ݊ሿ|௞ೄ ൌ ܸሾ݊ሿ|௞ೄషభ ൅ ሺݒሾ݇ௌሿ െ ሾ݇ௌݒ െ ܰሿሻ݁ି௝ଶగ
௞ೄ
ே ௡ 

 
Keep in mind that the discrete Fourier transforms presented so far are based on the 
complex form of the Fourier series shown by equation (47), which includes positive and 
negative frequencies.  Taking into account that the complex values resulting from the 
Fourier transform are symmetric with respect to the zero frequency with half the 
amplitude of the corresponding nth harmonic, such an nth harmonic can be reconstructed 
in the time domain by 
 

ሾ݇ሿݒ				 (58) ൌ
2
ܰ
ܸሾ݊ሿ݁௝ଶగ

௡
ே௞ 

 
As a result, the RDFT algorithm can be implemented in a discrete adaptive band-pass 
filter to extract the nth frequency component of the input signal, as shown in Figure 39.  
 
However, please be aware that as in all discrete Fourier analysis, RDFT gives rise to 
errors in amplitude and phase-angle estimation when NTS does not match the fundamental 
frequency input signal.  This inherent problem is one of the reasons why Fourier 
techniques are not the best choice in utility synchronization systems. 
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Figure 39    Discrete adaptive filter based on the RDFT 

 
The Basic Phase-Locked Loop 
 
A phase-locked loop (PLL) is a closed-loop system in which an internal oscillator is 
controlled to keep the time of some external periodic signal by using a feedback loop.  
PLLs can generate stable frequencies synchronized with external periodic events, recover 
signals from distorted sources or distribute clock-timing pulses in complex control 
systems.  It is for these reasons that PLLs are so popular in utility interactive inverter 
systems.  Additionally, the PLL provides continuous information about the phase angle 
and amplitude of the utility voltage, which allows space vector based controllers and 
modulators to be implemented, even if the signals are single-phase. 
 
The basic structure of an elementary PLL consists of three fundamental blocks: the phase 
detector, the loop filter and the voltage-controlled oscillator, as can be seen in Figure 40.  
 

 
 
Figure 40    Basic structure of a PLL 

 
The phase detector (PD) generates an output signal proportional to the phase difference 
between the input signal, v, and the signal generated by the internal oscillator of the PLL, 
v’.  Depending on the type of PD being employed, high-frequency AC components 
appear together with the DC phase-angle difference signal. 
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The loop filter (LF) attenuates the high-frequency AC components from the PD output by 
means of a low-pass filter characteristic.  As such, this block is typically constituted by a 
first-order low pass filter or a proportional-integral (PI) controller. 
 
The last block in the PLL is the voltage-controlled oscillator (VCO) which generates an 
AC signal whose frequency is shifted with respect to a given central frequency, ωc, as a 
function of the input voltage provided by the LF. 
 
The implementation of these blocks is not rigid, and therefore different techniques can be 
utilized to design and build a PLL.  The reader may wish to consult reference [11] if 
further, more detailed information regarding the PLL is required.   
 
Figure 41 illustrates the block diagram of an elementary PLL.  
 

v vˊ 
× kpd kp + ki ∫ +

+
kvco ∫ cos(x)

εpd vlf

PD LF VCO

߱ܿ
 

 
Figure 41    Block diagram of an elementary PLL 

 
As we can see in the figure, the PD is implemented by means of a simple multiplier, the 
LF by means of a simple PI controller and the VCO consists of a sinusoidal function 
supplied by a linear integrator. 
 
If the input signal applied to this system is given by 
 

ݒ					(59) ൌ ܸ sinሺߠሻ ൌ ܸ sinሺ߱ݐ ൅ ߮ሻ 
 
and the signal generated by the VSO is given by 
 

ᇱݒ					(60) ൌ cosሺߠᇱሻ ൌ cosሺ߱ᇱݐ ൅ ߮ᇱሻ 
 
The phase error signal from the PD output can be written as 
 

௣ௗߝ					(61) ൌ ܸ݇௣ௗ sinሺ߱ݐ ൅ ߮ሻ cosሺ߱ᇱݐ ൅ ߮ᇱሻ 
 

ൌ
ܸ݇௣ௗ
2

ൣsin൫ሺ߱ െ ߱ᇱሻݐ ൅ ሺ߮ െ ߮ᇱሻ൯ ൅ sin	ሺሺ߱ ൅ ߱ᇱሻݐ ൅ ሺ߮ ൅ ߮ᇱሻሻ൧ 



 
 

  59 

where sin൫ሺ߱ െ ߱ᇱሻݐ ൅ ሺ߮ െ ߮ᇱሻ൯ is the low frequency term and sin	ሺሺ߱ ൅ ߱ᇱሻݐ ൅
ሺ߮ ൅ ߮ᇱሻሻ is the high frequency term.  Since the high frequency components of the PD 
error signal will be cancelled out by the LF, only the low frequency term will remain in 
equation (61).  Thus, the PD error signal will be defined as follows 
 

௣̅ௗߝ					(62) ൌ
ܸ݇௣ௗ
2

sin	ሺሺ߱ െ ߱ᇱሻݐ ൅ ሺ߮ െ ߮ᇱሻሻ 

 
If it is assumed that the VCO is well tuned to the input frequency (i.e. ߱ ൎ ߱ᇱ), the DC 
term of the phase error signal is given by 
 
 

௣̅ௗߝ					(63) ൌ
ܸ݇௣ௗ
2

sin	ሺ߮ െ ߮ᇱሻ 

 
We can see in equation (63) that the multiplier PD produces nonlinear phase detection 
due to the sinusoidal function.  However, in the event that the phase error is very small 
(i.e. ߮ ൎ ߮ᇱ), the output of the multiplier PD can be linearized in the vicinity of such an 
operating point since sin	ሺ߮ െ ߮ᇱሻ ൎ sin	ሺߠ െ ᇱሻߠ ൎ ሺߠ െ  ᇱሻ.  Thus, once the PLL isߠ
locked, a relevant term of the phase error can be given by 
 

௣̅ௗߝ				(64) ൌ
ܸ݇௣ௗ
2

ሺߠ െ  ᇱሻߠ

 
By applying Laplace transform to the previous equations, we can translate them into the 
complex frequency domain, where the analysis will be much simpler.  If we consider that 
݇௣ௗ ൌ ݇௩௖௢ ൌ 1 in Figure 41, then the following equations for the pertinent signals of the 

PLL will be obtained through Laplace transform: 
 

ሻݏ௣ௗሺܧ					(65) ൌ 	
ܸ
2
൫߆ሺݏሻ െ  ሻ൯ݏᇱሺ߆

 

(66)					 ௟ܸ௙ሺݏሻ ൌ ݇௣ ൬1 ൅
1

௜ܶݏ
൰  ሻݏ௣ௗሺܧ

 

ሻݏᇱሺ߆					(67) ൌ
1
ݏ ௟ܸ௙ሺݏሻ 

 
Equations (65), (66) and (67) represent the outputs, in the complex frequency domain, of 
the PD, LF and VCO respectively.  As a result, we can represent the elementary PLL in 
the complex frequency domain in block diagram from as shown in Figure 42. 
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Figure 42    Small signal model of an elementary PLL 

 
Furthermore, we can develop the following transfer functions of this closed loop system 
as shown by the following (assuming : ݇௣ௗ ൌ ݇௩௖௢ ൌ 1, ܸ ൌ 1) 

Open Loop Transfer Function: 
 

ሻݏை௅ሺܨ				 (68) ൌ ሻݏሺܦܲ ∙ ሻݏሺܨܮ ∙ ሻݏሺܱܥܸ ൌ
݇௣ݏ ൅

݇௣
௜ܶ

ଶݏ
 

 
Closed Loop Transfer Function: 
 

ሻݏሺ௵ܪ				 (69) ൌ
ሻݏሺ′߆
ሻݏሺ߆

ൌ
ሻݏሺܨܮ

ݏ ൅ ሻݏሺܨܮ
ൌ

݇௣ݏ ൅
݇௣
௜ܶ

ଶݏ ൅ ݇௣ݏ ൅
݇௣
௜ܶ

 

 
Closed Loop Error Transfer Function: 
 

ሻݏሺ௵ܧ					(70) ൌ
ሻݏ௣ௗሺܧ
ሻݏሺ߆

ൌ 1 െ ሻݏሺ௵ܪ ൌ
ݏ

ݏ ൅ ሻݏሺܨܮ
ൌ

ଶݏ

ଶݏ ൅ ݇௣ݏ ൅
݇௣
௜ܶ

 

 
The transfer functions (68) – (70) shows that the PLL is a 2nd order system with two poles 
located at the origin.  This means that the PLL is able to track even a constant slope ramp 
in the input phase angle without any steady-state error.  The transfer function of (69) 
indicates that the PLL exhibits a low pass filtering characteristic in the detection of the 
input phase angle, which attenuates the detection error caused by noise and higher order 
harmonics in the input.  Transfer functions (69) and (70) can be written in the normalized 
general normalized form as follows: 
 

ሻݏሺ௵ܪ					(71) ൌ
ݏ௡߱ߞ2 ൅ ߱௡ଶ

ଶݏ ൅ ݏ௡߱ߞ2 ൅ ߱௡ଶ
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ሻݏሺ௵ܧ					(72) ൌ
ଶݏ

ଶݏ ൅ ݏ௡߱ߞ2 ൅ ߱௡ଶ
 

 
where 
 

߱௡ ൌ ඨ
݇௣
௜ܶ
				and					ߞ ൌ

ඥ݇݅ܶ݌
2

 

 
The following approximated expression is proposed in reference [12] for estimating the 
settling time, ts, measured from the start time to the time in which the system stays within 
1% of the steady state response of a particular second order system responding to a step 
input: 
 

ௌݐ					(73) ൌ 4.6߬					with					߬ ൌ
1
௡߱ߞ

 

 
The approximation in (73) can also be used to obtain a rough estimate of the settling time 
of a system defined by (71), and hence the tuning parameters of the PI controller of the 
PLL of Figure 41 can be set as a function of the settling as follows: 
 

(74)					݇௣ ൌ ௡߱ߞ2 ൌ
9.2
௦ݐ
,					 ௜ܶ ൌ

ߞ2
߱௡

ൌ
ଶߞ௦ݐ

2.3
 

 
Keep in mind that the expression in (74) are obtained under the assumption of a unitary 
input signal (V = 1).  For any non-unitary input signal, the expressions for setting the 
tuning parameters of the PI controller should be divided by the amplitude of the input 
signal V.  Also, (73) should only be used as a guide and the final system should be 
checked to verify compliance with specifications. 
 
We can also define the bandwidth of our PLL system to be 
 

(75) 				߱ିଷௗ஻ ൌ ߱௡ට1 ൅ ଶߞ2 ൅ ඥሺ1 ൅ ሻଶߞ2 ൅ 1 

 
However, it can be shown through simulations that the results of these equations and the 
response of the PLL differ greatly.  This is due to the fact that we made an assumption 
that the frequency of the input signal is much higher than the bandwidth of the PLL.  
Therefore, we neglected the high frequency term of the phase error signal provided by the 
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PD.  The issue here is that in a grid connected application, such as a utility interactive 
inverter, the utility frequency is very close to the cut-off frequency of the PLL.  As such, 
the assumption of high frequency cancellation can no longer be accepted and a new PD 
must be used when designing a PLL for utility interactive applications. 
 
In-Quadrature Phase Detection 
 
One such PD that can be designed for utility interactive applications is based on a set of 
in-quadrature signals, that is, signals that are out of phase from one another by 90° (π/2).  

At the heart of the PD would be a quadrature signal generator (QSG), such as the one 
shown in Figure 43. 
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Figure 43    Diagram of a PLL with an in-quadrature PD 

 
An ideal QSG is assumed to be able to extract a clean set of in-quadrature signals without 
introducing any delay at any frequency from a given distorted input signal.  The phase 
angle error signal resulting from this ideal in-quadrature PD is given by 
 

௣ௗߝ						(76) ൌ ܸ sinሺ߱ݐ ൅ ߮ሻ cosሺ߱ᇱݐ ൅ ߮ᇱሻ െ ܸ cosሺ߱ݐ ൅ ߮ሻ sin	ሺ߱ᇱݐ ൅ ߮ᇱሻ 
 

ൌ ܸ sin൫ሺ߱ െ ߱ᇱሻݐ ൅ ሺ߮ െ ߮ᇱሻ൯ ൌ ܸ	sin	ሺߠ െ  ᇱሻߠ
 
Based on (76), when the PLL is well synchronized (i.e. ߱ ൌ ߱ᇱ), the in-quadrature PD 
does not generate any steady state oscillatory term, thereby increasing the PLL bandwidth 
and overcoming cut-off frequency issue stated earlier.  
 
Analysis of (76) reveals that it is a part of the Park transformation, which is defined in 
[13].  As such, the diagram illustrated in Figure 43 can be redrawn in Figure 44, where 
the αβ to dq transformation block corresponds to the following transformation matrix: 
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(77)					 ቂ
ௗݒ
௤ቃݒ ൌ ൤

cos	ሺߠᇱሻ sin	ሺߠᇱሻ
െsin	ሺߠᇱሻ cos	ሺߠᇱሻ

൨ ൤
ఈݒ
 ఉ൨ݒ

 

 
1
ݏ

 
݂ݒ ߱′  
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 ܦܲ

݌݇′ߠ ൬1 ൅
1
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൰
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ݒ
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݀ݒ
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Figure 44    PD based on the quadrature signal generator and the Park transformation 

 
We can see the VCO used earlier has been replaced by a new block called the 
frequency/phase-angle generator (FPG). This has been done to provide the phase-angle 
for the sinusoidal functions of the Park transformation, making it a sort of synchronous 
phase detector. 
 
If the input voltage of the PLL is given by 
 

ݒ					(78) ൌ ܸ sinሺߠሻ ൌ ܸ sinሺ߱ݐ ൅ ߮ሻ 
 
then the output signals from the quadrature signal generator can be expressed by the 
following vector: 
 

(79)					࢜ሺఈఉሻ ൌ ൤
ఈݒ
ఉ൨ݒ ൌ ܸ ൤

sin	ሺߠሻ
െcos	ሺߠሻ൨ 

 
Consequently, by substituting (79) into (77), the output of the PD of Figure 44 is given by 
the voltage vector of the following equation, which will be free of oscillations if the PLL 
is well tuned to the input frequency. 
 

(80) 			࢜ሺௗ௤ሻ ൌ ቂ
ௗݒ
௤ቃݒ ൌ ܸ ൤

sin	ሺߠ െ ሻ′ߠ
െcos	ሺߠ െ ሻ′ߠ

൨ 

 
The use of a QSG in the PLL of Figure 44 allows a vector approach to be adopted when 
dealing with single phase systems.  In Figure 45, the QSG output signals of (79) are 
represented on an orthogonal and stationary reference frame defined by the αβ axes, 
which gives rise to the virtual input vector ݒԦ.  Likewise, the output signals of the Park 
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transformation are represented by the projections of the voltage vector ݒԦ on an orthogonal 
and rotating reference frame defined by the dq axes.  If the input voltage is defined by 
ఈݒ ൌ ܸ	sin	ሺߠሻ, it can be understood as the projection of the input voltage on the 
stationary α axis.  On the other hand, the angular position of the dq rotating reference 
frame, ߠᇱ, is given by the PLL.  When the PLL is well tuned to the input frequency (i.e. 
߱ ൎ ߱ᇱ), the virtual input vector and dq reference frame have the same angular speed. 
 

′ߠ
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ߚ

റݒ
݀

ݍ

 
 

Figure 45    Vector representation of the QSG output signals 

 
Furthermore, when the PLL is perfectly locked, one of the axes of the dq reference frame 
will overlap the virtual input vector.  As seen in Figure 44, the PI regulator of the LF will 
set the angular position of the dq reference frame to make ݒௗ ൌ 0 in the steady state, 
which means that the virtual input vector will rotate orthogonally to the d axis.  In the 
case where the PI regulator is connected to the ݒ௤ output of the PD, as shown in Figure 

46, the virtual input vector will rotate, overlapping the d axis of the dq reference frame in 
the steady state.  In such a case, the ݒௗ signal will provide the amplitude of the input 
voltage vector and phase angle detected by the PLL will be in phase with the virtual input 
vector, which means that the detected phase angle will be 90° lagging with respect to the 
sinusoidal input voltage (i.e. ߠᇱ ൌ ߠ െ ߨ 2⁄ ). 
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Figure 46    PLL with the LF on the q axis of the QSG 

 
This analysis of the in-quadrature signals has shed some light as to the importance of 
QSG in the design of an accurate PLL synchronized with the single phase utility supply.  
Let us now realize some techniques so as to develop a sound QSG to achieve in-
quadrature signals. 
 
T/4 Transport Delay PLL 
 
The T/4 transport delay technique (Figure 47), with T being the fundamental grid 
frequency period, is probably the easiest way to implement a QSG.  The transport delay 
block can be effortlessly programmed through the use of a first-in-first-out (FIFO) buffer, 
whose size is set to one-fourth of the number of samples contained in one cycle of the 
fundamental frequency.  The QSG based on the T/4 transport delay buffer works will if 
the input voltage is a purely sinusoidal waveform at the rated utility frequency.  If the 
grid voltage frequency changes with respect to its rated value, the output signals of the 
QSG will not be perfectly orthogonal, which will give rise to errors in the PLL 
synchronization. 
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Figure 47    PLL based on a T/4 transport delay 
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This QSG technique does not provide any filtering capability, so if the single phase input 
voltage is tainted with harmonic components, they will act as a perturbation for the PLL.  
Additionally, the orthogonal signals generated by the QSG based on a T/4 transport delay 
block will not actually be in-quadrature, since each of the frequency components of the 
input signal had to be delayed by one-fourth of its fundamental period. 
 
It is clearly evident that the rudimentary T/4 transport delay PLL will not suffice as an 
adequate synchronization method for utility interactive inverters. 
 
Adaptive Filtering PLL – Enhanced PLL 
 
An adaptive filter (AF) is a filter that has the ability to adjust its own parameters 
automatically according to an optimization algorithm, and their design requires little or 
no prior knowledge of the signal to be filtered.  A basic diagram describing the adaptive 
noise cancelling (ANC) concept is shown in Figure 48. 
 

ݒ
+

-

Adaptive
Filter

 ݔ′ݒ

݁

 
 

Figure 48    Adaptive noise cancelling (ANC) system 

 
 The signal to be filtered is applied to the input v.  This input signal consists of a primary 
signal s plus a noise n0 uncorrelated to the signal s.  An auxiliary reference signal n1, 
correlated to the noise signal n0, is applied to the input x.  The reference signal n1 is 
adaptively filtered to produce an output signal v’ that is as close a replica as possible of 
n0.  This output signal is subtracted from the primary input to produce the output signal e.  
As a result, the primary noise is eliminated by cancellation.  When the ANC technique is 
used to cancel out specific frequency components of the input signal, this filtering 
concept is also called adaptive notch filtering (ANF) [14]. 
 
In the digital implementation of an ANC filter, the reference signal x is sampled at a 
proper sampling period TS and stored in an N-length buffer to generate the reference 
vector x.  Thus, at the kth sample, i.e. at the time t = kTS, the reference vector is given by 
࢞௞ ൌ ሾݔ௞, ,௞ିଵݔ … ,  ௞ିேሿ.  The elements of the ࢞௞ vector are weighted and summed toݔ
give the adaptive filter output ݒ௞

ᇱ .  The most extended adaptation algorithm used to set the 
weights of the adaptive filter, ࢝௞ ൌ ሾݓ௞,ݓ௞ିଵ, … ,  ௞ିேሿ, is the least-mean-squaresݓ
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(LMS) algorithm.  A simple version of the LMS algorithm at the time k can be given by 
the following equations: 

 
௞ᇱݒ					(81) ൌ ࢝௞

் ∙ ࢞௞ 
 

(82) 				݁௞ ൌ ௞ݒ െ ௞ݒ
ᇱ  

 
(83) 				࢝௞ାଵ ൌ ࢝௞ ൅  ௞࢞௞݁ߙ

 
The LMS algorithm is an iterative gradient-descent algorithm that uses an estimate of the 
gradient on the mean-square error surface to seek the optimum weight vector at the 
minimum mean-square error point.  The term ݁௞࢞௞ represents the estimate of the negative 
gradient and the adaptation gain ߙ determines the step size taken at each iteration along 
that estimated negative-gradient direction.  A simple LMS algorithm is illustrated in 
Figure 49 with only one weight, N = 1.  It is interesting to note the forward Euler discrete 
integrator S(z) built into the algorithm. 
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Figure 49    A simple least mean square algorithm with one weight 
 
This ANC can be applied to the conventional single phase PLL described earlier, so as to 
enhance the performance of the multiplier PD.  In this application, the ANC works as an 
ANF in which the grid voltage signal is applied to the input v and a unitary sinusoidal 
signal, provided by the VCO of the PLL, is applied to the input x as a reference signal.  
This is better known as the Enhanced PLL (EPLL) and is shown in Figure 50. 
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Figure 50    Enhanced PLL (EPLL) 

 
In the EPLL, the output of the ANF becomes zero as the frequency and phase angle of the 
reference signal generated by the VCO, ݔ ൌ cos	ሺߠᇱሻ, match those of the input signal v.  
Thus, signal oscillations at the output of the multiplier PD are completely cancelled out 
and the input signal phase angle is properly detected by the conventional PLL.  However, 
there will exist a 90° phase shift between θ and θ’ in the steady state due to the effect of 
the multiplier PD.   
 
Second-Order Adaptive Filtering PLL 
 
An important piece of information that we can take from the previous section is that if a 
single-frequency sinusoidal signal v is applied to the input of the ANC in Figure 49, the 
output error signal ε is equal to zero (at steady state), if and only if the both the frequency 
and the phase angle of the sinusoidal input match those of the sinusoidal reference signal 
x.  We would, however, like to have the output error signal ε equal zero when just the 
frequency of v and x are equal, independent of their phase angles. 
 
This can be accomplished by adding another stage of adaptive weights to the diagram in 
Figure 49, and thus turning it into a second order adaptive filter.  This filter utilizes two 
sinusoidal reference signals at the frequency ω and shifted by 90° as inputs to the 
adaptive algorithm. The discrete form of this second order AF can be seen in Figure 51 
and the continuous time domain form in Figure 52.   
 
Let us turn our attention to the diagram in Figure 52 so that we may extract its transfer 
function.  Defining ݃ ൌ  ௤ signals of Figure 52 can be expressed asݒ ௗ andݒ ௩, theߝ݇

 

ௗݒ				 (84) ൌ ݃ cosሺ߱ᇱݐሻ ൌ
1
2
݃ൣ݁௝ఠ

ᇲ௧ ൅ ݁ି௝ఠ
೟௧൧ 
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Figure 51    Discrete form of second order ANF with LMS algorithm 
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Figure 52    Second order adaptive filter in the continuous time domain 

 
 

ௗݒ				 (84) ൌ ݃ cosሺ߱ᇱݐሻ ൌ
1
2
݃ൣ݁௝ఠ

ᇲ௧ ൅ ݁ି௝ఠ
೟௧൧ 

 

௤ݒ					(85) ൌ ݃ sinሺ߱ᇱݐሻ ൌ
1
݆2
݃ൣ݁௝ఠ

ᇲ௧ െ ݁ି௝ఠ
೟௧൧ 

 
The variables, ܣௗ and ܣ௤, corresponding to the output of the integrators for ݒௗ and ݒ௤, 

can be expressed in the frequency domain as 
 

ሻݏௗሺܣ					(86) ൌ
1
ݏ
ሻݏௗሺݒ ൌ

1
ݏ2
ሾ݃ሺݏ ൅ ݆߱ᇱݐሻ ൅ ݃ሺݏ െ ݆߱ᇱݐሻሿ 
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ሻݏ௤ሺܣ					(87) ൌ
1
ݏ
ሻݏ௤ሺݒ ൌ

1
ݏ2݆

ሾ݃ሺݏ ൅ ݆߱ᇱݐሻ െ ݃ሺݏ െ ݆߱ᇱݐሻሿ 

 
In the same manner, we can obtain the Laplace transforms for ݒௗ

ᇱ  and  ݒ௤ᇱ  as follows 

 

݀ݒ				 (88)
′ ሺݏሻ ൌ

1
2
ݏ൫݀ܣൣ ൅ ൯ݐ′݆߱ ൅ ݏሺ݀ܣ െ  ሻ൧ݐ′݆߱

 

ൌ
1

4ሺݏ ൅ ݆߱ᇱሻ
ሾ݃ሺݏሻ ൅ ݃ሺݏ ൅ 2݆߱ᇱሻሿ ൅

1
4ሺݏ െ ݆߱ᇱሻ

ሾ݃ሺݏሻ ൅ ݃ሺݏ െ 2݆߱ᇱሻሿ 

 

ሻݏሺݍ				 (89) ൌ
1
݆2
ݏ௤ሺܣൣ ൅ ݆߱ᇱݐሻ െ ݏ௤ሺܣ െ ݆߱ᇱݐሻ൧ 

 

ൌ
1

4ሺݏ ൅ ݆߱ᇱሻ
ሾ݃ሺݏሻ െ ݃ሺݏ ൅ 2݆߱ᇱሻሿ ൅

1
4ሺݏ െ ݆߱ᇱሻ

ሾ݃ሺݏሻ െ ݃ሺݏ െ 2݆߱ᇱሻሿ 

 
Lastly, by adding (88) and (89), we obtain the output of the AF, ݒᇱ, as follows: 
 

ሻݏᇱሺݒ				 (90) ൌ ௗݒ
ᇱ ሺݏሻ ൅ ሻݏ௤ᇱሺݒ ൌ

ݏ

ଶݏ ൅ ߱ᇱଶ
݃ሺݏሻ 

 
As such, the transfer function of the AF is given by 

 

ሻݏሺܨܣ					(91) ൌ
ᇱݒ

௩ߝ݇
ሺݏሻ ൌ

ݏ

ଶݏ ൅ ߱ᇱଶ
 

 
Thus, the response of the system is defined by two second-order transfer functions, one 
being an adaptive band-pass filter (ABPF) and the other an adaptive notch filter (ANF), 
as shown below: 
 

ሻݏሺܨܲܤܣ				 (92) ൌ
ᇱݒ

ݒ
ሺݏሻ ൌ

ሻݏሺܨܣ
1 ൅ ሻݏሺܨܣ

ൌ
ݏ݇

ଶݏ ൅ ݏ݇ ൅ ߱ᇱଶ
 

 

ሻݏሺܨܰܣ				 (93) ൌ
௩ߝ
ݒ
ሺݏሻ ൌ 1 െ ሻݏሺܨܲܤܣ ൌ 	

ଶݏ ൅ ߱ଶ

ଶݏ ൅ ݏ݇ ൅ ߱ᇱଶ
 

 
The band-pass characteristic of this adaptive filter implies that we can extract a particular 
component at a frequency of interest, ߱ᇱ, even if the input is affected by harmonics and 
distortion.  Moreover, by adding a scaled integrator at the output of the filter, we are able 
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to use it as a quadrature signal generator as shown in Figure 53.  In fact, since ݒᇱ and ݒݍᇱ 
are 90° shifted, we can apply this adaptive filter to the input of any phase detector based 
on QSG and thereby improve the performance of the conventional single phase PLL. 
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Figure 53    QSG based on a second order AF 

 
Second-Order Generalized Integrator PLL 
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Figure 54    Second order AF based on general integrator (GI) 

 
The generalized integrator (GI) can be defined as the transfer function shown in (91) 
multiplied by 2.  However, the model shown in Figure 52 is not the only way implement 
a GI.  For example, Figure 54 shows a second order AF based on a very efficient 
implementation of the GI.  The characteristic transfer functions of the AF of Figure 54 
are calculated to be 
 

ሻݏሺܫܩ					(94) ൌ
ᇱݒ

௩ߝ݇
ሺݏሻ ൌ

ݏ

ଶݏ ൅ ߱ᇱଶ
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ሻݏሺܦ				 (95) ൌ
ᇱݒ

ݒ
ሺݏሻ ൌ

ݏ݇

ଶݏ ൅ ݏ݇ ൅ ߱ᇱଶ
 

 

(96) 				ܳሺݏሻ ൌ
ᇱݒݍ

ݒ
ሺݏሻ ൌ

݇߱ᇱଶ

ଶݏ ൅ ݏ݇ ൅ ߱ᇱଶ
 

 
We can clearly see that the transfer function of (94) is identical to that of (91).  However, 
the model illustrated in Figure 54 is much simpler than that described by Figure 52.  First 
of all, the use of sinusoidal functions in Figure 52 requires large lookup tables that 
increase computation time and introduce additional quantization noise into the discrete 
system.  More importantly, by analyzing (92) and (93), we see that the bandwidth of the 
band-pass filter and the static gain of the low-pass filter are not only a function of the 
gain k, but also of the center frequency of the filter, ߱ᇱ.  This poses a huge dilemma if 
designing for variable-frequency systems, such as in PLL design. 
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Figure 55    Second order adaptive filter based on a Second Order Generalized Integrator (SOGI-QSG) 
 

A novel solution to this problem is the second-order generalized integrator (SOGI) shown 
by Figure 55. The characteristic functions of the SOGI can be found to be 
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(99)					ܳሺݏሻ ൌ
ᇱݒݍ
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݇߱ᇱଶ
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We can see from (98) and (99) that the bandwidth of the SOGI filter is not a function of 
the center frequency but only depends on the gain k, which obviously makes it very 
suitable in variable-frequency applications.  Also, the amplitudes of the in-quadrature 
signals, ݒᇱ and ݒݍᇱ, match the amplitude of the input signal v when the center frequency 
of the filter ߱ᇱ, matches the input frequency, ߱.  This proves to be a very suitable method 
for QSG, and as such, we can utilize this in conjunction with a Park Transform discussed 
earlier, and create a very robust and practical phase detector (PD) as part of a complete 
SOGI-based PLL (SOGI-PLL) shown in Figure 56.  It can be shown that this 
implementation significantly improves phase angle detection in a conventional PLL [15].  
Our goal, however, is to develop a system in which the algorithm responds well to both 
amplitude and frequency changes.  This is shown through the SOGI frequency-locked 
loop. 
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Figure 56    SOGI-based PLL (SOGI-PLL) 

 
SOGI Frequency-Locked Loop 
 
We can further improve upon the SOGI-QSG by recognizing that its inherent resonant 
character makes itself work as a voltage-controlled oscillator.  Thus, we could develop a 
control to auto-adapt the center frequency of the SOGI resonator to the input frequency 
and discard the PLL block from the SOGI-PLL, hence creating a frequency-locked loop 
(FLL).  The first step to making the SOGI-QSG auto-tunable is to analyze the error signal 
  .௩ and see how the center frequency might be controlled by using this error signalߝ
Below is the transfer function from the input v to the error signal  ߝ௩: 
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Figure 58    SOGI-based QSG with FLL 
 

Also, the nominal value of the utility frequency, in our case roughly 377 rad/s, is added to 
the FLL output as feed-forward variable, ߱௖, to accelerate the initial synchronization 
process.  By combining the SOGI-QSG with the FLL, we are given a single phase utility 
synchronization system: the SOGI-FLL.  However, it can be shown that the negative gain 
െߛ can be normalized by feeding back the estimated grid operating conditions, 
guaranteeing a constant settling time in the frequency estimation independently of the 
input signal parameters.  This is shown by the SOGI-FLL with FLL gain normalization in 
Figure 59.  It can also be shown that the SOGI-FLL with FLL gain normalization 
operates superbly in the event of simultaneous changes to the voltage amplitude and 
frequency, usually occurring during utility faults. 
 
It is shown in [10] that the SOGI-FLL provides the fastest and most accurate response of 
any of the utility synchronization techniques discussed.  It is also shown in [10] that a 
similar conclusion can be made regarding three-phase utility systems and that the 
implementation of a Double SOGI-FLL provides the fastest and most accurate response. 
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Figure 59    SOGI-FLL with FLL gain normalization 

 
The creation of these synchronization blocks is essential in inverter systems as they will 
be utilized to provide reference signals to the PWM blocks discussed earlier and will 
directly impact the output waveforms generated by the inverter and injected into the grid.  
As such, standards like IEEE 1547 will be much easier to comply by. 
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ANTI-ISLANDING CONSIDERATIONS 
 

Introduction 
 
As discussed earlier, islanding poses some real problems in the event of a utility 
shutdown.  Safety of the utility line workers must be ensured while preserving the power 
quality delivered to the grid.  However, anti-islanding (AI) has proven to be a technically 
challenging characteristic of the utility interactive inverter.  The issue arises in the fact 
that there exists a non-detection zone (NDZ) in which the inverter’s measured control 
parameters, such as the voltage and frequency outline by IEEE 1547, do not stray away 
from their limits during an islanding condition.  We will briefly discuss the concept of the 
NDZ so as to lay a foundation for methods to overcome it.  We will discuss the three 
types of these methods: Utility level methods, Passive inverter level methods and Active 
inverter level methods.  We will also briefly discuss two new active methods that have 
been recently proposed.  A thorough analysis has been conducted in [16], in which 
different methods have been applied and the results have been documented along with the 
respective strengths and weaknesses of each method.   
 
The Non-Detection Zone 
 
The non-detection zone (NDZ) can best be described as a set of conditions in which the 
inverter fails to detect an abnormal or tripped condition in the grid and continues to 
operate, thus not complying with IEEE 1547.  As such, we consider the reliability of 
different islanding detection methods based on their respective NDZ.  The best way to 
describe the NDZ is to first consider the RLC test load prescribed by IEEE 1547 and 
definition of the following relationships: 
 

(101)					∆ܲ ൌ ௟ܲ௢௔ௗ െ ஽ܲீ  
 
(102)					∆ܳ ൌ ܳ௟௢௔ௗ െ ܳ஽ீ  
 

where ௟ܲ௢௔ௗ and ܳ௟௢௔ௗ are the real and reactive powers of the load respectively, ஽ܲீ and 
ܳ஽ீ are the real and reactive output powers of the inverter respectively and,  ∆ܲ and ∆ܳ, 
as seen from (101) and (102), are the real and reactive output powers of the utility 
respectively.  This is best shown in Figure 60.  Also, a general depiction (for most 
Passive AI methods) of the NDZ is shown in Figure 61. We can clearly see that in the 
event that the load’s real and reactive powers are very close to those generated by the 
inverter, there isn’t a large enough change in the real and reactive powers delivered by 
the grid to cause over/under-voltage (OV/UV) and/or over/under-frequency (OF/UF).  
Thus, it is said that there is no “mismatch” between the powers produced by the inverter 
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and that of the utility, hence leading to a NDZ.  A worst-case scenario is possible and is 
determined to be the event in which a balance exists between the load and grid 
impedances.  In this case, there is no change in amplitude or frequency of the measured 
signal, again leading to a NDZ.  By understanding this relationship, we can easily 
conclude that the standard OUV/OUF protection schemes of the inverter are not at all 
sufficient to prevent an islanding condition.  As such, other methods must be employed to 
ensure proper anti-islanding protection as prescribed by IEEE 1547.  
 

∆ܲ ൅ ݆∆ܳ

ܩܦܲ ൅ ܩܦ݆ܳ ݈ܲ ݀ܽ݋ ൅ ݆ ݀ܽ݋݈ܳ

 
 
Figure 60    Diagram of test set-up required by IEEE 1547 
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Figure 61    The non-detection zone (NDZ) 
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Utility Detection of Islanding 
 
Utility detection methods were probably one of the first islanding detection methods to 
come into the minds of engineers trying to solve this problem.  The reason being that it is 
probably the only method to ensure adequate anti-islanding and the elimination of the 
NDZ.  The utilities employ a supervisory control and data acquisition (SCADA) system 
to constantly monitor and control all equipment involved in the power delivery process.  
As such, it is easy to envision that when part of the grid is disconnected, the utility can, 
with a control signal, effectively shut down any distributed generation (DG), like a PV 
system to prevent islanding; and conversely, once the grid is reenergized, the DG can be 
turned back on again.  This appears to be a very straightforward and full-proof solution to 
islanding.  However, the main drawback of this method is the amount of financial 
resources it will take to complete such a project, not to mention the burden it will place 
on the utility; which will probably result in higher utility bills for customers.  Even if the 
financial hurdle can be overcome, in the present time, the amount of installed private 
DGs is not high enough to warrant such a project.  As such, we are left with methods 
residing within the inverter itself. 
 
Passive Detection of Islanding 
 
Although we will briefly discuss some passive detection methods, such as the OUV/OUF 
stated earlier, in this section, it is worth noting that these methods will never reduce the 
NDZ down to an acceptable level to comply with any standard such as IEEE 1547.  As 
such, either active methods or hybrid passive-active methods must be employed. 
 
The phase jump detection (PJD) method monitors the phase difference between the 
inverter terminal voltage and its output current.  During normal operation, the inverter 
current is synchronized with every zero-crossing of the grid voltage.  Therefore, if the 
grid goes offline, the current is now synchronized with only the inverter’s voltage 
reference.  Therefore, a phase shift in the current must take place since there has been no 
change in frequency and the phase of the load has not changed.  This phase shift is 
compared to the old value and if it passes a certain threshold, the inverter can be 
programmed to trip.  The problem with this method is the same as other passive methods 
in that the choice of threshold values is a very difficult task, and will change for every 
installation, making it hard to make a universal utility interactive inverter.  Also, loads 
such as motors cause significant transient phase jumps during startup, which will lead to 
nuisance tripping. 
 
The other passive method we will discuss is the harmonic detection (HD) method.  This 
method analyzes the THD of the voltage at the point of common coupling (PCC), where 
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the inverter terminals meet the utility supply.  If the THD exceeds some threshold value, 
the inverter is programmed to shut down.  Under normal operating conditions, the grid 
voltage will force the THD of the voltage to be approximately zero, forcing a low 
distortion sinusoidal signal at the terminals which forces the current drawn to the load to 
be sinusoidal.  The inverter is designed to produce currents with THD of less than 5%, a 
low amount of harmonics.  Due to the grid’s low impedance, these low harmonic currents 
flow into the grid and interact with the low impedance to produce a low amount 
distortion in the signal.  This distortion is not detectable during normal operation of the 
inverter while connected to the utility. 
 
In the event an island occurs, the high frequency switching employed by inverters 
invariably causes harmonics in the output voltage.  Without the presence of the “stiff” 
low distortion utility voltage, these harmonics can now be detectable and the inverter can 
be programmed to shut down if the value exceeds a certain threshold.  However, as stated 
again, it is very difficult to set a universal THD limit for all inverters and their particular 
installations.  Also, the nature of the load has a direct impact on the harmonics detected at 
the PCC.  For example, let us assume our inverter produces a THD of 5%, which is the 
maximum allowable limit, and the utility is disconnected causing an island condition.  If 
our load is purely resistive, the THD measured will also be 5%, preventing the inverter 
from tripping.  Also, if the load is an RLC load, the low-pass characteristics of the load 
will attenuate the higher order harmonics, causing the THD to drop, which will definitely 
not trip the inverter.  Lastly, using the HD method, the inverter is very susceptible to 
nuisance tripping in the event of transient voltage disturbance, such as the switching of 
capacitor banks that will momentarily increase the THD. 
 
It can be seen that the passive methods alone are not suitable for implementation into the 
utility interactive inverter.  Let us now explore a few active detection methods that may 
provide proper anti-islanding mechanisms. 
 
 
 
Active Detection of Islanding 
 
Active detection methods for the prevention of islanding rely upon the use of a 
microcontroller based inverter, along with some passive detection techniques.  
Microcontrollers allow engineers and designers to incorporate sophisticated control 
schemes in their designs.  The premise behind active methods of islanding detection is to 
generate small perturbations of one of the system parameters at the inverter output.  The 
systems parameters could be the frequency, harmonics, phase, P, or Q.  This method has 
created a lot of buzz in the power systems and power electronics communities and has 
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fueled a steady development of ideas and publications.  We will discuss only a couple 
and will leave the rest to be researched in [16]. 
 
The active frequency drift (AFD) method involves the output of a slightly distorted 
current waveform in the inverter output as shown in Figure 62.   
 

ܫܼܶݐ

ܻܶ

 
 

Figure 62    Current waveform using the AFD method 

 
The waveform is distorted by forcing its frequency to be slightly higher than that of the 
voltage frequency from the previous cycle.  Also, once the current waveform reaches 
zero, it remains at zero until a zero crossing of the voltage waveform, as illustrated by 
Figure 62.  Let us define the following: 
 

(103)								݂ܿ ൌ
௭ݐ2
௏ܶ௨௧௜௟

ൌ
݂ߜ

݂ ൅ ݂ߜ
 

 

(104)							݅∗ ൌ ܫ2√ sinሾ2ߨሺ݂ ൅ ሻሿ݂ߜ  ݐ
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஺ி஽ߠ							(105) ൌ ௭ݐ݂ߨ ൌ
݂ߜߨ
݂ ൅ ݂ߜ

 

 
The “chopping fraction”, ݂ܿ, is the ratio between the forced frequency change in the 
current, ݂ߜ ൌ േ0.5 െ  compared to the voltage frequency ݂.  The time in which ,ݖܪ1.5
the current waveform is zero is called the zero time and is denoted by ݐ௭.  The period of 
the utility voltage is given by ௏ܶ௨௧௜௟.  The inverter current reference and angle in the 
steady state are shown in (104) and (105). 
 
This method creates a phase difference between the voltage and current waveforms.  If 
the inverter remains connected to the utility, the first zero crossing in each cycle of the 
current waveform directly coincides with that of the voltage, thus not resulting in an OUF 
condition.  However, once the utility reference is removed, and the shifted current is 
applied to a resistive load, the voltage waveform will tend to that of the current.  If the 
current waveform was distorted with a positive ݂ߜ, then the voltage waveform would 
have its zero crossing sooner than in the previous, causing the phase error described 
above.  The inverter will try to counteract this effect by increasing the frequency of the 
current waveform, thus again causing the first zero crossing of the voltage waveform to 
appear sooner than expected.  As we can see, this drives the frequency of the current 
waveform ever higher and eventually exceeding the threshold set forth by the OUF 
protection scheme.  It has been shown in [17], however, that the NDZ of this method 
cannot be reduced to zero and will be dependent upon the quality factor of the LC load 
(Q) and of ݂ߜ being very close to the OUF-OUV method for high Q loads.  In addition, if 
the island consists of multiple inverters and these multiple inverters are not identical (i.e. 
different manufacturers), a consensus choice would have to be made amongst the 
manufacturers as to shift the frequency up or down.  Otherwise, if one decides to shift up 
while the other shifts down, they would in effect cancel each other and the islanding 
condition would not be ceased.  Lastly, discontinuous waveforms, such as the one 
generated by this method, will cause radiated and conducted radio frequency interference 
(RFI).  This would imply that the AFD method is not a viable method for anti-islanding 
detection. 
 
The slip-mode frequency shift (SMS) method is one of the methods currently discussed 
that employs a positive feedback of the inverter output voltage.  Of the three parameters 
that positive feedback can be applied to, amplitude, frequency and phase, SMS applies it 
to the phase, the short term frequency.  The frequency of the grid, however, will not be 
impacted by this feedback.  As such, let us define a few equations necessary for this 
method.  The inverter current reference and phase for the SMS method in the steady state 
are 
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(106)					݅∗ ൌ ܫ2√ sinሺ2ߨ ௩݂௞ିଵ ݐ ൅    ௌெௌሻߠ
 

ௌெௌߠ					(107) ൌ ௠ߠ sin ቀ
ߨ
2
ቁ ௥݂௘௙ െ ௨݂௧௜௟

௠݂ െ ௨݂௧௜௟
 

 
where ௩݂௞ିଵ is the frequency value from the last cycle of the nominal utility frequency 

௨݂௧௜௟, ௠݂ is the frequency at which the maximum phase shift, ߠ௠, occurs and ௥݂௘௙ is the 

measured frequency.  As we can see in (107), the phase shift, ߠௌெௌ, is made a function of 
the frequency, thus obtaining the relationship illustrated in Figure 63.  When the utility 
line is present, it forces the operating point in Figure 63 to be at point 1 by providing a 
solid frequency and phase reference.  However, once the utility is removed and an 
islanding condition is present, any perturbation away from the utility nominal operating 
frequency experienced at the output of the inverter will cause a phase shift along the SMS 
curve shown in Figure 63.  Thus, causing the phase error to increase, illustrating the 
positive feedback characteristic of the SMS method.   
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Figure 63    Phase vs Frequency relationship  in the SMS method 
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In an islanding condition, it shown in [17] that for a given quality factor specification, 
ܳ௙, ߠ௠ can be accurately calculated using 

 

(108) 				 ݉ߠ
݂݉െ݂݈݅ݐݑ

൒
12݂ܳ
2ߨ

  

 
where ௠݂ െ ௨݂௧௜௟ is usually taken to be at 3 Hz so that stable operating points lie outside 
the normal frequency range.  This method is shown to have great advantages over the 
other methods discussed earlier, and the potential elimination of the NDZ, as shown in 
[17]. However, as with all positive feedback systems, SMS could potentially cause 
system-level power quality and transient response problems at very high DG penetration 
level and high-gains in the feedback loop.  Also, as shown in [16], high ܳ௙ loads at 

resonant frequencies close to the utility operating frequency lie in the NDZ.  These loads 
are rather rare however, and IEEE 1547 has required testing to be done with loads at 
ܳ௙ ൌ 1 for easier compliance. 

 
There are some novel methods that have been recently proposed, such as the GE Voltage 
Shift, GE Frequency Shift and Wavelet-based detection methods in which the output 
waveforms are not degraded and can be kept stable, which have a high potential for 
standardization as they apply in general cases.  It is recommended that the reader take 
advantage of any references that address these and other anti-islanding methods, as their 
progress is rather swift. 
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MAXIMUM POWER POINT TRACKING 
 
Introduction 
 
The last, but definitely not the least important operating characteristic of the utility 
interactive inverter we will discuss is the important maximum power point tracking 
(MPPT) algorithm.  The MPPT algorithm is important in PV systems due to the inherent 
current-voltage characteristics of PV cells, as shown previously in Figure 6.  As such, an 
efficient inverter must be able to determine the proper operating point at which the 
maximum power from the PV cells can be extracted, since knowledge of the MPP is not 
known a priori.  This is done by controlling the PV module’s current or voltage 
independently of the load.  Another note of importance is that each PV cell has a different 
MPP and the MPP will surely change depending on the temperature of the cell, as shown 
earlier.  We will discuss the most popular MPPT algorithms that do not involve a high 
cost to implement.  There are other algorithms that have been proposed based on digital 
signal processors (DSP) and fuzzy logic, however these have been excluded as the cost of 
their commercial implementation makes them impractical at this moment. 
 
Perturb and Observe 
 
The perturb and observe (P&O) is by far the most widely used MPPT algorithm in 
commercial inverters today, mainly due to the fact that it is fairly easy and cheap to 
incorporate in an inverter system.  The idea behind the P&O algorithm is rather 
elementary; the voltage at the converter stage of the inverter (DC-DC stage) is 
incremented by a small amount.  The resulting change in power, ∆ܲ, is measured.  If 
∆ܲis measured to be positive, then the voltage is incremented once again, following the 
logic that an increase in voltage resulted in a move toward the MPP.  If ∆ܲ is measured to 
be negative, thus moving away from the MPP, then the voltage is decremented to try and 
reach back to the MPP. 
 
The P&O algorithm has some disadvantages that reduce its MPP efficiency.  One of these 
disadvantages is that the algorithm finds it difficult to discern the MPP when the 
irradiance is reduced, thus flattening out the P-V curve and making it difficult for the 
algorithm to detect the small changes in the power, as shown in Figure 64, for G=200.  
We can also determine from the aforementioned logic that this algorithm cannot 
determine the exact MPP, but rather it oscillates around the point.  We can also see in 
Figure 65 that this algorithm behaves erratically during instances of rapid changes in 
irradiance, such as those experienced during partly cloudy days.  As the irradiance 
rapidly changes (i.e. from curve 1 to 3), the current point of the algorithm moves further 
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There have been propositions of optimization of the P&O, such as the one shown in [19] 
and others.  However, even without these optimizations, the P&O was shown to have an 
overall MPPT efficiency of 99.3%, as shown in [18]. 
 
Constant Voltage 
 
The concept behind the constant voltage and current (CV) method is the observation that 
the ratio of the PV array’s maximum power point voltage, ெܸ௉, to its open circuit 
voltage, ைܸ஼, is approximately constant, as seen in Figure 6 and is described by 
 

(109)					 ெܸ௉

ைܸ஼
≅ ܭ ൏ 1 

 
This method can be implemented utilizing the logic depicted by the flowchart shown in 
Figure 66. The PV array is momentarily disconnected from the system and a 
measurement of the open circuit voltage is taken.  Utilizing this measurement of ைܸ஼ and 
a predetermined value of K, the algorithm calculates the maximum power point voltage 
using equation (109) and sets the system to that voltage.  This is constantly repeated over 
the course of the inverter’s operation to constantly calculate the MPP voltage at different 
times. 
 

 
 

Figure 66    Perturb & Observe (P&O) MPPT algorithm 

 
This poses a serious problem of inverter output efficiency as the algorithm must 
disconnect its input source periodically to make this calculation, which obviously 
significantly reduces the inverter’s efficiency.  Also, it is shown in [18] and other sources 
that the value of K is not in fact constant and its use would not be practical in an MPPT 
algorithm. 
 
Pilot Cell 
 
This method works under the same principal as the CV method with one main difference 
being that the open circuit voltage measurement is taken from a separate solar cell, called 
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a pilot cell.  This eliminates the need to disrupt the power output of the inverter to take 
measurements, thus increasing its efficiency.  However, the problem of determining the 
correct value of K is still present.  Also, and more importantly, it is essential that the pilot 
cell’s characteristics be precisely matched with those of the array or module, otherwise 
the measurements made will be of no value.  This will require that each pilot/array pair 
be calibrated, increasing the energy cost of the system significantly.  Thus, this is not a 
popular choice in the commercial market. 
 
Incremental Conductance 
 
 The incremental conductance (IC) method is based on the assumption that the MPP can 
be calculated by taking the first derivative of the PV array power with respect to the 
voltage and setting it equal to zero, as prescribed in [20] and shown below. 
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which gives us 
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By inspection of (111) we see that the left hand side of the equation denotes the opposite 
instantaneous conductance of the PV array and the right hand side denotes the 
incremental conductance (IC).  As such, at the MPP, the instantaneous conductance and 
the incremental conductance must be equal in magnitude but opposite in sign.  We can 
correlate this finding in (111) to a set of inequalities that will be the heart of the logic 
behind this algorithm as follows: 
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Equations (112) – (114) lead to the following logic diagram in Figure 67.  This method is 
very similar to that of the P&O method with two distinct advantages, it can calculate 
which direction to perturb the voltage and can actually find and remain at the MPP.  
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However, this is at the cost of higher computational requirements, which may degrade the 
overall system performance.  One could make the inference that the IC method would 
increase the overall MPPT efficiency as compared to the P&O method.  However, it is 
shown in [18] that the overall MPPT efficiency of the IC method was 99.4%, not much of 
a difference from the P&O method.  Thus, the P&O method is the preferred choice of 
MPPT algorithms amongst inverter manufacturers due to its simplicity and low cost of 
implementation. 
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Figure 67     Incremental Conductance (IC) MPPT algorithm 

 
Model Based Algorithms 
 
Model based MPPT algorithms rely on the premise that values in equation (4) are 
precisely known.  Therefore, all the MPP operating points can be calculated directly and 
thus applied to the system.  This method, however, is not practical as the characteristic 
parameters of each solar cell cannot be precisely measured and the cost of purchasing an 
accurate enough light sensor to determine these parameters would be tremendous. 
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COMPUTER SIMULATIONS 
 
Photovoltaic Array 
 
As with all engineering work, theoretical findings must be determined to be either correct 
or incorrect.  The first step in such a process is the implementation of computer 
simulations to determine the validity of the theoretical results and findings of this project.  
MATLAB®/Simulink® software suite by Mathworks® is utilized to facilitate the 
modeling and simulation of the various aspects of our complete inverter system.  
Throughout this section, figures will be presented in a tier fashion and may seem 
redundant, but are however required due to the modular nature MATLAB/Simulink.  This 
is evident in the design of certain control blocks, such as the SOGI-FLL, in which at the 
top level shows just a control block, but exposing each underlying tier gives rise to the 
nature of that block.  Therefore, when describing a certain aspect of the model, we will 
first display the top level block and work our way deeper.  First we will begin with the 
modeling and simulation of a 2kW photovoltaic array based on equation [4] and ten 
series connected modules from [7].  However, for simplicity, a single diode model was 
employed but with a series and parallel resistance in order to exhibit a more characteristic 
response of a practical photovoltaic cell/module/array.  The equation is as follows: 
 

ܫ					(115) ൌ 	 ௣௩ܫ െ	ܫௗ െ ோ೛ܫ  

   
where ܫ௣௩ is the photovoltaic current,  ܫௗ is the diode current and 	ܫோ೛ is the current 

flowing  through the parallel resistance.  Their equations are as follows: 
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 ௢ is the diode saturation current and is expressed asܫ
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௧ܸ is the thermal voltage and is expressed as 
 

(120) 				 ௧ܸ ൌ ௦ܰ݇ ௖ܶ௘௟௟/ݍ 
 
where ௦ܰ is the number of cells connected in series. 
 
Using the information provided in [7] and an iterative shown in [21], the parameters in 
equations (116) through (120) are described and quantified in Table 7 below for a 2kW, 
500 series cell, photovoltaic array. 
 

Parameter Description Value 
 ௣௩,௡ Light generated current at STC (1kW/m2, 25 °C) 8.6 Aܫ
 ௦௖,௡ Short circuit current at STC  8.6 Aܫ

௢ܸ௖,௡ Nominal open circuit voltage at STC  308 V 
 ௠௣ܫ Current at maximum power point at STC  8.07 A 

௠ܸ௣  Voltage at maximum power point at STC 248 V 

௠ܲ௣  Maximum power at STC 2001.36 W 

௡ܶ Nominal cell temperature used for STC 298.15 K 

௖ܶ௘௟௟  Array temperature Varies 
 Irradiance on array Varies ܩ
௡ Nominal irradiance used for STC 1 kW/m2ܩ

 ூ Current-Temperature coefficient .00881567 A/Kܭ
 ௏ Voltage-Temperature coefficient -0.1973275 V/Kܭ
ܴ௦ Internal series resistance  1.6733 Ω 
ܴ௣ Internal parallel resistance  1 x 106 Ω 
ܰ Diode quality factor (1 ≤ N ≤ 2) (1 = Ideal) 1.3 

௦ܰ Equivalent number of PV cells connected in series 500 
݇ Boltzmann Constant 1.3806503x10-23 J/K 
 Fundamental electron charge 1.6021765x10-19 C ݍ

 
Table 7    Calculated model parameters of a photovoltaic array using Mitsubishi 200W modules from [7] 

 
Utilizing these parameters and their values, the following model shown in Figure 68 - 72 
was created and a series of simulations were run to determine if the characteristics of the 
PV array we modeled behave as expected.  The two main characteristics important in 
photovoltaic cells are the current to voltage and power to voltage relationships.  If our 
model and simulation implementation is correct, we should expect to see a current-
voltage response similar to that of Figure 6.  Figures 73 - 76 are plots of the current-
voltage and power-voltage waveforms from the simulation runs, first by keeping the 
operating temperature constant and varying the irradiance and last by keeping the 
irradiance constant and varying the operating temperature. 



 

 

F
 

 

 
F

 

igure 68    2kW

igure 69    2kW

W Photovoltaic

W Photovoltaic

c Array control

c Array equiva

 
92 

 
l block 

alent circuit andd model 

 



 

 

 
F
 

 

 
F

 
 

 
F

 
 

igure 70    Im b

igure 71    Ipv b

igure 72    Io b

block equivalen

block equivale

block equivalen

nt model 

ent model 

nt model 

 
93 
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Figure 74    Powwer vs Voltagee characteristic 
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plot of 2kW PPV array at varyrying G and Tceell = 25 °C 

 



 

 

 
Figure 75    Currrent vs Voltagge characteristi
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Figure 76    Powwer vs Voltagee characteristic 
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plot of 2kW PPV array at G == 1kW/M2 and varying Tcell 
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As we can see from the current-voltage plots obtained from the simulation, they match 
very closely to that of Figure 6 and the values at the maximum power point of Table 7, 
justifying the mathematical model employed.  Secondly, we can clearly see a relationship 
between the irradiance and the maximum output current of the PV array; as the 
irradiance, or sunlight, on the array drops, so does the operating current and thus 
maximum power.  We can also gather from the power-voltage plots that the maximum 
power point for each curve lies on the knee of the current-voltage curve, previously 
shown in Figure 6 as well. 
 
Moving on to the constant irradiance plots we see an interesting relationship between the 
operating temperature and the maximum output current/power; as the operating 
temperature of the array rises, the maximum output current/power drops.  This can be 
attributed to the internal series resistance characteristic of the photovoltaic cell, as 
temperature rises, so does the resistance, thus hindering the flow of current. 
 
These plots have proven that the mathematical model utilized is sound and behaves as 
expected.  This shows also that indeed each photovoltaic element has a maximum power 
point that varies depending on the irradiance from the sun, the temperature of the array 
and the load that it is feeding.  Thus, the next step would be to implement a MPPT 
algorithm to dynamically adjust the output conditions of the PV array so that the 
maximum amount of power can be drawn from the PV source. 
 
MPPT Implementation and Buck Converter Design 
 
In order to implement a MPPT algorithm in our system, we must be able to vary the 
output voltage of the PV array.  This is accomplished through DC-DC converters.  
Although the topic of DC-DC conversion was not discussed in this project, the reader 
may turn to [8], [22-24] for theoretical justification and practical implementation.  Let us 
first begin with the implementation of the maximum power point tracking algorithm.   
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function D = PO_MPPT(PV_Voltage, PV_Power) 
  
persistent Dprev Vprev Pprev count 
  
if isempty(Dprev) 
    Dprev = .4; 
    Vprev = 0; 
    Pprev = 0; 
    count = 0; 
end 
  
deltaD = .000035; 
  
if count >= 1 
  
    D = Dprev; 
    dV = PV_Voltage - Vprev; 
    dP = PV_Power - Pprev; 
     
        if dP >= -1 && dP <= 1 
            D = Dprev; 
            Vprev = PV_Voltage; 
            Pprev = PV_Power; 
            count = 0; 
        end 
  
        if dP > 1 && dV > 0 
            D = Dprev - deltaD;             
            Vprev = PV_Voltage; 
            Pprev = PV_Power; 
            Dprev = D; 
            count = 0; 
        end 
  
        if dP > 1 && dV < 0  
            D = Dprev + deltaD; 
            Vprev = PV_Voltage; 
            Pprev = PV_Power; 
            Dprev = D; 
            count = 0; 
        end 
  
        if dP < -1 && dV > 0 
            D = Dprev + deltaD; 
            Vprev = PV_Voltage; 
            Pprev = PV_Power; 
            Dprev = D; 
            count = 0; 
        end 
  
        if dP < -1 && dV < 0 
            D = Dprev - deltaD; 
            Vprev = PV_Voltage; 
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            Pprev = PV_Power; 
            Dprev = D; 
            count = 0; 
        end 
else 
    D = Dprev; 
    count = count + .05; 
end 

 
The output of the algorithm is the desired duty cycle of the gate pulse used to drive the 
IGBT of the DC-DC converter, in this case a step-down or Buck converter.  Thus by 
varying the duty cycle of the Buck converter, the output voltage is varied in accordance 
with the P&O algorithm and the maximum power point is reached.  The control block 
and equivalent circuit diagram of the Buck converter are illustrated in Figures 79. 
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Figure 80    PV Array and Buck converter si
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igure 92    Bucck converter ouutput waveform
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The results observed in Figures 81 – 92 show that the MPPT control block is able to 
adequately track the proper maximum power point of the PV array and in turn, adjust the 
duty ratio of the step down converter so that the load receives that power.  We see that 
regardless of irradiance and/or temperature change, the MPPT algorithm and control 
performs quite admirably in these simulations and justifies the design process. 
 
It is important to note that there does exist a somewhat long settling time with regard to 
the output waveforms.  This is due to the fact that we have employed large filtering 
capacitors to mitigate the rippling effect onto the PV array caused by the switching of the 
converter and also at the output of the converter itself.  However, from the figures above, 
the largest settling time we observe is roughly 3 seconds, a decent time for practical 
applications.  
 
Full Bridge Inverter 
 
Now that we have successfully implemented the PV array with a DC-DC converter 
capable of tracking the maximum power point of the array, the next step is to introduce 
the full bridge inverter so that we may convert the DC waveform from the converter into 
an AC waveform suitable of being fed into the utility. 
 
A simple H-type full bridge topology was employed for these simulations, as shown in 
Figure 68.  IGBTs were used in the inverter’s equivalent circuit design (SW1-SW4).   
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utilizing an accurate model for the behavior of the utility.  This is left to the reader to 
explore different methods and results from such a model.   
 
Figure 108 illustrates the simulation set-up for our utility interactive inverter, along with 
the properly modeled PV array and DC-DC converter with MPPT control.  A capacitor 
bank, known as a DC link, is connected at the output of the PV array to reduce the ripples 
caused by the switching of the DC-DC converter and inverter, thus creating as much of a 
DC source as possible.  
 
This is then fed into the DC-DC converter employing the MPPT control method and 
algorithm.  The output of the converter is then fed into the full bridge inverter to 
transform the signal into an AC signal. 
 
After the inversion process, the inverted waveform is filtered utilizing a simple low pass 
LC filter.  Other filtering techniques are also applicable, such as the LCL filter and 
adaptive filtering.  However, for our verification purposes, the low pass characteristics 
the LC filter we are utilizing are adequate.  At the output of the filter is a 10 Ω load. 
 
We have applied a 200V 60 Hz reference signal at the input of the SOGI-FLL block to 
mimic the signal received from the utility source. 
 
Two simulations were run to verify that the models work correctly and as expected when 
connected together.  Both simulations kept the operating temperature of the array 
constant at 25 °C but varied the irradiance, once at 1000 W/m2 and the other at 800 W/m2 
to verify that the MPPT control block is functioning properly. 
 
Also, in order to observe compliance with IEEE 1547, harmonic analysis was done to 
ensure that the total harmonic distortion of the current waveform is below the maximum 
allowable levels. 
 
Figures 109 - 116 are the results of the simulations. 
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We can see from the output waveforms of the simulations that the results obtained are 
within expectations.  The MPPT control block does a great job of tracking the maximum 
power point of the PV array.  The SOGI-FLL tracks the frequency of the reference signal 
and the resulting frequency of the output waveform is measured to be 59.9 Hz, well 
within the acceptable range for IEEE 1547. 
 
The output voltage, however, dips below the reference signal value of 200V for G = 800 
W/m2, but still within the 88% lower limit outlined in IEEE 1547. 
 
The total harmonic distortion of the current and voltage waveforms are an extraordinary 
0.75%, also within the 5% limit imposed by IEEE 1547.  This can be attributed to proper 
switching and filtering of the output signal. 
 
These simulations have proven the models and theories discussed in this text to be 
accurate and satisfactory. 
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CONCLUSION 
 
We began with a brief introduction to the theory of photovoltaics, to set a foundation 
regarding the use of sunlight to harvest renewable energy to provide the power we 
consume every day.  Then the foundation of the inverter was set with the theory of power 
electronics.  Understanding of the Fourier series, the inversion process and the various 
semiconductor switches used in the process.  Different inverter topologies were discussed 
and the foundation for their control was established through the understanding of the 
PWM control scheme.  The idea of utility interactivity, the heart of this project, was 
introduced, along with its nationwide standard for compliance, IEEE 1547.  Utility 
synchronization was discussed, and it was shown through simulation that the SOGI-FLL 
with gain optimization control scheme provides a great response and accuracy for 
complying with IEEE 1547.  Also in reference to IEEE 1547, anti-islanding detection 
methods were discussed and it was shown that at the present time only a few have the 
potential for standardization, such as the GE Voltage shift or the wavelet method.  
Maximum power point tracking algorithms were compared and determined that the P&O 
and IC algorithms provided the best efficiency.  Finally, these concepts were put together 
in a simulation circuit and proven to function as a utility interactive inverter by showing 
the following: 
 

1. The mathematical model of a photovoltaic cell/module/array is accurate, even 
when utilizing a simpler single diode model rather than the double diode model. 

2. The MPPT control block and algorithm effectively output the maximum available 
power under any condition in coordination with the DC-DC converter. 

3. The SOGI-FLL reference waveform generator provides accurate and quick 
responses to any changes in the utility reference, thus capable of disconnecting 
from the grid within the allowed maximum time set forth by IEEE 1547. 

4. The output of the inverter provides an acceptable waveform with a total harmonic 
distortion well below the 5% limit imposed by IEEE 1547 

 
Other considerations should be taken into account when designing a utility interactive 
inverter.  Keep in mind that each requirement introduces different needs that the inverter 
must meet.  There is no single type universal solution.  Also, proper filtering techniques 
must be employed to ensure proper interaction with grid impedances.       
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