Charge Separation and Exciton Dynamics at Polymer/ZnO Interface from First-Principles Simulations
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ABSTRACT: Charge separation and exciton dynamics play a crucial role in determining the performance of excitonic photovoltaics. Using time-dependent density functional theory with a range-separated exchange-correlation functional as well as nonadiabatic ab initio molecular dynamics, we have studied the formation and dynamics of charge-transfer (CT) excitons at polymer/ZnO interface. The interfacial atomic structure, exciton density of states and conversions between exciton species are examined from first-principles. The exciton dynamics exhibit both adiabatic and nonadiabatic characters. While the adiabatic transitions are facilitated by C=C vibrations along the polymer (P3HT) backbone, the nonadiabatic transitions are realized by exciton hopping between the excited states. We find that the localized ZnO surface states lead to localized low-energy CT states and poor charge separation. In contrast, the surface states of crystalline C60 are indistinguishable from the bulk states, resulting in delocalized CT states and efficient charge separation in polymer/fullerene (P3HT/PCBM) heterojunctions. The hot CT states are found to cool down in an ultrafast time scale and may not play a major role in charge separation of P3HT/ZnO. Finally we suggest that the dimensions of nanostructured acceptors can be tuned to obtain both efficient charge separation and high open circuit voltages.

SECTION: Energy Conversion and Storage; Energy and Charge Transport

Organic/inorganic hybrid solar cells based on organic polymers and inorganic nanocrystallites have attracted great interest in the development of low-cost, scalable and robust photovoltaic technologies.1–7 Combining the strengths of p-type organic materials such as high absorption coefficients and flexibility with the advantages of n-type inorganic semiconductors such as high electron mobilities, superior stability and ability to form various nanostructures, the hybrid solar cells can achieve unique functionalities that cannot be obtained for each component alone. However, despite their tantalizing potentials, the power conversion efficiency (PCE) of the hybrid solar cells remains rather low comparing to all-organic photovoltaics (OPVs). For example, the PCE of a prototypical hybrid solar cell, poly(3-hexylthiophene) (P3HT)/ZnO is less than ~2%,2,3,6,7 while its all-organic counterpart with phenyl-C61-butyric acid methyl ester (PCBM) replacing ZnO can reach 6%.8 Similarly, the internal quantum efficiency of P3HT/ZnO is about 30%,9 comparing to nearly 100% of P3HT/PCBM.10

Although the factors controlling PCE are not yet fully understood, it is widely accepted that charge separation at donor/acceptor (D/A) interfaces is the key. More specifically, the charge transfer (CT) excitons—intermediates between the donor excitons and separated charge carriers—play crucial roles in the photovoltaic performance, as both photocurrent and open circuit voltage (Voc) depend on them.11–13 Although presently there is no clear distinction between delocalized CT states and charge-separated states, we take the view here that the charge-separated states result from high-energy delocalized CT states,11 whereas the low-energy localized CT states are loss channels for charge generation. There is evidence that charge separation may be enhanced by the generation of hot CT states and/or the existence of ordered domains on either side of the heterojunctions, enabling charge delocalization.14–18 Indeed, intense recent research has surged upon the role of hot CT excitons and their delocalization for charge separation in OPVs.14–22 In contrast, little attention has been paid to these aspects in the hybrid solar cells. This is unfortunate because the organic/inorganic heterojunctions are actually excellent systems to elucidate the role of hot CT excitons and charge delocalization. It has been shown that CT excitons are important in charge separation of P3HT/ZnO hybrid solar cells.23 Moreover, unlike their organic counterparts, the inorganic acceptors are crystalline, thus providing “ideal” D/A interfaces for charge separation. Finally, a comparative study between OPVs and hybrid solar cells could offer insights that cannot be gleaned from the study of OPVs alone.

In this work, we investigate the formation and dynamics of CT excitons at P3HT/ZnO interface from first principles. The P3HT/ZnO interface is modeled by an ideal bilayer structure without considering extrinsic factors such as the presence of ligands, interfacial modifiers and surface defects.7 These extrinsic factors including space-charge layers and trap states could certainly influence charge separation at the interface, but
are too complicated to be included in the present paper. Instead, the focus of this work is to understand intrinsic mechanisms underlying the inefficient charge separation at ZnO/P3HT interface, which is expected to be general among hybrid solar cells. The atomic structure of the interface and the density of states (DOS) of interfacial excitons are calculated from density functional theory (DFT). We reveal that localized surface states of a perfect and clean crystalline ZnO are the origin of localized CT states and poor charge separation at P3HT/ZnO interfaces. In contrast, the surface states of crystalline C_{60} are indistinguishable from the bulk states, resulting in delocalized CT states and efficient charge separation at P3HT/PCBM heterojunctions. We find that hot CT states can relax to the lowest CT state in an ultrafast time scale in P3HT/ZnO, and hence are unlikely to play a major role in charge separation. Finally we show that the dimensions of nanostructured acceptors can influence both charge separation and V_{oc}, and optimized dimensions can be tuned to strike a balance between them. All computational details are provided in the Computational Methods section.

**Interfacial Structure.** We model the charge separation and exciton dynamics across a bilayer P3HT/ZnO interface using a slab model in which three P3HT layers are placed epitaxially on top of ZnO (1010) surface. The nonpolar (1010) ZnO surface is chosen because it is the most energetically stable ZnO termination and has no dangling bonds or surface reconstruction. The lattice constants of wurtzite−ZnO are calculated as a = 3.24 Å and c = 5.23 Å, close to the experimental values of a = 3.25 Å and c = 5.21 Å. The (1010) ZnO surface is modeled by a three double-layer slab with a 5×3 two-dimensional unit cell. Each P3HT chain with four thiophene rings is oriented along the surface trench in [1̅110] direction between two surface dimer rows (Figures 1a−c), which has been shown to be energetically most stable. Since the monomer length of P3HT is 7.8 Å, the lattice mismatch between P3HT and ZnO surface is exceedingly small (∼0.1%). The three P3HT chains are labeled as P1, P2, and P3 in the order of their proximity to ZnO (Figures 1b−d). The interplanar spacing between the P1 backbone and ZnO surface is 2.64 Å, close to the theoretical value (2.6 Å) from MP2 calculations; the average interchain distance between the three P3HTs is ∼3.6 Å, similar to the experimental value of 3.8 Å. The thiophene rings in the adjacent P3HT chains have a relative shift of ∼1/2 ring diameter.

**Exciton Density of States.** As the energy of excitons determines their dynamics, we calculate exciton density of states from ab initio Molecular Dynamics (AIMD). Three types of excitons are examined here: intramolecular, intermolecular, and CT excitons (Figure 1d). For the intramolecular (intermolecular) excitons, the quasi-electrons and quasi-holes are located on the same (different) P3HT molecule(s). The lowest-energy intramolecular exciton on P1, P2, and P3 is labeled as M1, M2, and M3, respectively. For CT excitons, the electrons reside at ZnO whereas the holes spread onto different P3HT chains. The lowest-energy CT exciton with the hole on P1, P2, and P3 is named as CT1, CT2, and CT3, respectively. The CT excitons at the P3HT/ZnO interface has been observed experimentally. Figure 1e,f displays the exciton DOS averaged over 1000 AIMD snapshots at 300 K. The thermally averaged energies of M1, M2, and M3 are about the same (∼2.0 eV), and the
aged energy of the lowest intermolecular exciton is \( \sim 2.3 \) eV with the electron and hole lying on adjacent P3HT molecules. The average energy of CT1, CT2 and CT3 is 1.7, 2.0, and 2.3 eV, respectively and the lowest excitation at the P3HT/ZnO heterojunction is CT1. The energy range of these relevant excitons (1.7–2.3 eV) is in a good agreement with that from the photoinduced absorption spectroscopy measurement (1.9–2.5 eV).\(^3\)

**Interfacial Exciton Dynamics and Formation of CT States.** Next, we examine exciton dynamics and the formation of CT states at the P3HT/ZnO interface. In Figures 2a,b we display the time evolution of a singlet exciton whose initial state is comprised primarily (80%) of M3. This is the most distant intramolecular exciton afforded by the present simulations. The exciton converts rapidly to M1 and M2 in a time scale of \( \sim 20 \) fs as shown in Figure 2a. Driven by the energy resonance, M1 and M2 acquire a similar occupation fraction (\( \sim 25\% \)) as M3 at 100 fs. The conversion of M3 to CT states is shown in Figure 2b. The “hot” CT excitons (CT2 and CT3) are formed first, and subsequently relax to the lowest CT state (CT1). Confined by the size of the computational model, CT3 is the most energetic CT state (0.6 eV higher than CT1) examined in this work. The formation of the CT states constitutes both adiabatic and nonadiabatic contributions as shown in Figure 2c. The former is the result of quantum coherence driven by energy resonance between the relevant exciton states, whereas the latter is accomplished by exciton hopping between these states. The adiabatic contribution increases rapidly in the first few femtoseconds and then oscillates with a periodicity (\( \sim 20 \) fs) that matches the frequency of \( \text{C=C} \) vibration at \( \sim 1450 \) cm\(^{-1}\).

Therefore, the stretching mode of \( \text{C=C} \) bonds along P3HT backbone facilitates the energy resonance between the exciton states, and the adiabatic transitions. This result is consistent with a recent experimental and computational finding\(^3\) that the \( \text{C=C} \) vibrational mode with a periodicity of 23 fs plays an important role in coherent charge transfer at P3HT/PCBM interfaces and other carbon-based organic systems.\(^3,34\) In contrast, the nonadiabatic contribution increases much slower but overcomes the adiabatic contribution after 300 fs. The dynamics of other exciton states has also been studied and is summarized in Figure 3. We find that the intramolecular excitons can readily convert to each other thanks to their energy resonance. While the higher energy CT states can transit to the lower ones, the reverse is not observed in the simulations. M1 and M2 can convert to CT1 and CT2, but not to CT3. In general, the allowed transitions are energetic downhill while the forbidden ones are energetic uphill. There is a negligible transition from M3 to CT1 due to their poor coupling even though the process is energetic downhill. M3 and M2 can convert to hot CT states such as CT2, which subsequently cool down to CT1. Importantly, only the intramolecular excitons that are adjacent to the interface exhibit significant overlap with the CT states and hence convert directly to them. This observation is consistent with the experimental finding that the exciton dissociation efficiency drops by 1 order of magnitude as it moves from the first donor layer to the second across the interface.\(^3\) The hot CT states can also convert to the intramolecular excitons provided that the requirements of the energy and the wave function overlap are met.

**Charge Localization and Surface States of the Acceptors.** It is generally accepted that charge delocalization at the D/A interface is key to efficient charge separation.\(^5,18,36\) Ordered domains of fullerenes in OPVs\(^5\) and crystalline acceptor\(^23\) in hybrid solar cells are believed to accommodate such delocalized states for efficient charge separation. However, it is puzzling why charge separation in hybrid solar cells such as P3HT/ZnO is significantly poorer than that in OPVs such as P3HT/PCBM? This is a poignant question for two reasons: (1) the crystallinity of ZnO is as high as that of PCMB at the interface, if not higher. (2) The exciton binding energy at P3HT/PCBM interface should be higher than that at P3HT/ZnO interface due to the higher dielectric constant of ZnO. To answer this question, we examine the delocalization of CT states at the P3HT/ZnO interface. The charge density distribution of CT1, CT2, and CT3 is shown in Figures 4a–c, respectively. We immediately note that these CT states are localized at the interface. In particular, the electron is confined at the ZnO surface layers, while the hole is located at the P1, P2, and P3, respectively. It is remarkable that even CT3 is localized despite its higher energy. In Figure 4d, we show the charge density of a hot CT state whose hole resides at P1. Since its energy is higher than CT3, its charge density is slightly more delocalized than CT3 with a larger electron–hole distance. The overall localized nature of CT states, underlying the poor charge separation at the P3HT/ZnO interface, is in a sharp contrast with delocalized
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**Figure 3.** Diagram of possible exciton conversions. Green line: transitions observed; yellow line: energetic downhill but with weak wave function coupling; red line: energetic uphill process.

![Diagram of possible exciton conversions](image-url)
An ensuring question is why the low-energy CT states are localized in ZnO but delocalized in crystalline PCBM? To answer this question, we calculate the band-decomposed ground state charge density for both ZnO and crystalline C₆₀ surfaces. More specifically, the charge density contributions from the conduction-band-minimum (CBM) and CBM+19 of ZnO (1010) surface are determined using a slab model as shown in Figures 4e,f. Similarly, the charge density contributions from the lowest-unoccupied-molecular-orbital (LUMO), LUMO+1, and LUMO+9 of the crystalline C₆₀ surface are also displayed in Figures 5a–c for comparison. The C₆₀ molecules are arranged in a simple cubic lattice with 10 molecular layers between the two surfaces. The side-chains of PCMB are removed to render the calculations feasible. We find that the conduction band states of ZnO (1010) from CBM to CBM+18 are all localized surface states, exemplified by CBM in Figure 4e. Some of the higher energy CB states (such as CBM+19) reside in the center of the slab model as shown in Figure 4f. Since the surface CB states are likely to be occupied by the CT electrons, the localized surface states would lead to the localized CT states, whereas the higher energy CB states contribute to the hot CT states as shown in Figure 4d. The large energy difference (~1.7 eV) between CT1 and the hot CT state stems from the substantial energy difference (~2.0 eV) between the CBM and CBM+19. On the contrary, the charge density of the unoccupied states in the crystalline C₆₀ surface exhibits a delocalized character in general. For example, the LUMO charge density delocalizes to a length-scale of 4 nm (4 C₆₀ molecules) underneath each surface. Remarkably, this is the same length-scale as observed in PCBM-based OPVs for the
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**Figure 4.** Charge density of CT1 (a), CT2 (b), CT3 (c), and the hot CT state with the hole on P1 (d). The red and blue color represents the charge density of the hole and the electron, respectively. The isosurface value is 5 × 10⁻⁴ e/Å³. Panels e and f display the ground state band-decomposed charge density for the CBM and CBM+19. The isosurface value is 10⁻³ e/Å³. The white, gray, yellow, red, and blue spheres denote H, C, S, O, and Zn atoms, respectively.

**Figure 5.** Band-decomposed charge density (a–c) and density of states for C₆₀ surface in a simple cubic crystal structure (e) and ZnO (1010) surface (d). The gray spheres denote C atoms. The energy with respect to LUMO level is indicated in panels a–c. The Fermi level in panels d and e is set to zero. The red curve and gray area in panels d and e represent the DOS contribution due to the surface and bulk, respectively.

CT states in P3HT/PCBM with ordered fullerene acceptors.¹⁶
initial charge separation.\(^{18}\) Therefore, one can make a direct connection between charge separation and the existence of surface states at the acceptor. To elucidate this connection, we show the DOS contributions from the bulk states and the surface states for both crystalline ZnO and C\(_{60}\) surfaces in Figures 5d,e. For ZnO, the surface and bulk states have very different CB densities of states. In contrast, the surface states are almost identical to the bulk states in C\(_{60}\) as far as the DOS is concerned. In other words, the surface states in ZnO are prominent, whereas they are indistinguishable from the bulk states in C\(_{60}\). Since in general surface states are localized while bulk states are delocalized, the charge distribution at ZnO surface (and the P3HT/ZnO interface) is more localized than that at the PCBM surface (and the P3HT/PCBM interface). Because the bulk states are similar to each other, their energies are also close. The fact that there are many delocalized and nearly degenerate CT states at the P3HT/PCBM interface underscores their efficient charge separation. Finally, to verify that the localized CT states in P3HT/ZnO are indeed the consequence of the localized ZnO surface states and not due to the presence of P3HT, we increase the distance between P3HT and ZnO by 3.5 Å relative to their equilibrium distance and calculate the charge density of CT1. We find that CT1 remains localized at the surface. Since the localized surface states are intrinsic to ZnO, they should always be present independent of ZnO domain size and/or the presence of possible surface defects, and the low-energy CT states are always localized at the P3HT/ZnO interface. This is a fundamental problem for the hybrid solar cells, which may only be mitigated by eliminating the surface states. For example, one may introduce modifiers at the interface to make the inorganic surface mimic an organic one.

**Hot CT States on Charge Separation.** Recently, there have been significant interest and debate on the role of hot excitons in charge separation.\(^{14,21,22}\) On the one hand, Grancini et al.\(^{14}\) reported that the hot CT states dissociated before the internal conversions and led to a higher charge generation efficiency. In particular, the singlet excitons can convert into hot CT states and polarons in 20–50 fs in PCPDTBT/PC\(_{60}\)BM heterojunctions. Similarly, Jiaalbekev et al.\(^{22}\) have examined the critical role of hot CT excitons in assisting charge separation. They showed that in phthalocyanine/fullerene heterojunctions, the hot CT states were formed in 100 fs and cooled down on a time-scale of 1 ps. On the other hand, Vandelw et al.\(^{21}\) have concluded that for a wide range of OPVs, such as polymer/fullerene, small-molecule/C\(_{60}\) and polymer/polymer blends, hot CT states are not essential for charge separation owing to their ultrafast relaxation. Since the high-energy CT states are more delocalized than the low-energy ones, the efficiency of charge separation depends on the nature of the low-energy CT states; delocalized low-energy CT states lead to a high yield of charge carriers, whereas localized low-energy CT states produce poor charge separation. Our simulations suggest that the low-energy CT states can relax to CT1 faster than the high-energy CT states, and both compete with the charge separation process. In particular, we find that in P3HT/ZnO, the hot CT states can relax to CT1 and intramolecular excitons in an ultrafast time scale. As shown in Figure 6, the initial hot CT3 state converts to the intramolecular excitons in 20 fs and in about 40 fs CT1 state starts to form. Similar results are observed for the initial hot CT2 state. Note that the formation time scale for the CT states in P3HT/ZnO is similar to that in OPVs,\(^{14,22}\) but the relaxation time scale is much faster than in phthalocyanine/fullerene. Owing to the ultrafast relaxation and the localized nature of the low-energy CT states, we speculate that the hot CT states probably do not play an essential role in charge separation. However, future experiments and simulations are needed to ascertain the role of the hot excitons.

**Quantum Size Effect on Charge Separation.** In hybrid solar cells, inorganic nanostructures, such as nanosheets, nanoparticles, nanorods, and nanofibers are often used as acceptors.\(^{6,7}\) These nanostructures can improve the infiltration of the polymers into the free space of the oxides, increase the contact area, and enhance the interfacial interaction between the donor and the acceptor. Here we address another possible benefit of nanostructured inorganic acceptors, quantum size effect on charge separation, which has not been widely explored. To illustrate the idea, we employ a simple model with a P3HT molecule placed on top of ZnO (1010) nanosheets (Figure 7).

![Figure 6. Exciton evolution with CT3 as the initial state; the inset is the evolution with CT2 as the initial state.](image)

![Figure 7. Exciton energy as a function of inverted size of ZnO nanosheets. Inset is the energy of the intramolecular and CT excitons as a function of the thickness of ZnO nanosheets. Squares and dots represent the intramolecular and CT excitons, respectively.](image)

More specifically, we consider three cases: one-monolayer ZnO, two-monolayer ZnO, and “bulk” ZnO as acceptor. In the first two cases, the atomic positions and the lattice constants are fully relaxed and in the “bulk” case, three ZnO layers are used in the slab model with the atoms in the bottom layer fixed to their equilibrium bulk positions. We find that the energy of the CT1 state increases rapidly as the thickness of ZnO nanosheets decreases, while the energy of the intramolecular exciton is essentially unchanged between the first two cases. This is because reducing the thickness of the nanosheets increases its energy level separations, hence its excitation energies. The intramolecular exciton energy depends primarily on the donor material, thus is insensitive to the dimensions of the acceptor. In the model system, the conversion from the intramolecular...
The excited state forces are not computed and the nuclear motion. The same approach has also been used to study exciton dynamics and diffusion in organic semiconductors, which compares very well to the experimental results.44,45 The similar methods have been used to study photoexcited charge transfer and recombination at quaterthiophene/ZnO interface,46 charge transfer dynamics in dye-sensitized solar cells,47-49 and exciton dynamics in quantum dots,50 etc. The approximations involved in the methods include the fact that the electronic system is coupled to the nuclei through the nonadiabatic couplings only, while relaxation effects are captured by the Boltzmann factors introduced phenomenologically into the hopping probabilities. The excited state forces are not computed and the nuclear motion is only approximately determined. However, since our system is relatively large, the excited state forces are not expected to have a major influence on the nuclear motion. More technical details of these methods can be found in the Supporting Information and the references therein. In the TDDFT-LRT simulations, the range-separation parameter \( \mu \) was chosen to be 0.2 Å\(^{-1}\). Since this parameter depends on the length of \( \pi \)-conjugated polymer chains,51 we compute the optimally tuned \( \mu \) value as a function of the number of thiophene rings (N) in the polymer using the scheme proposed by Refaely-Abramson et al.52 By a linear fitting of \( \mu \) as a function of 1/N, we can determine \( \mu \) for P3HT with an infinite length (Figure S1a). Using this \( \mu \), we calculate the optical gap of P3HT as 2.0 eV and the quasiparticle transport gap of ZnO as 3.5 eV, both reproducing well the corresponding experimental value \( \sim \)2.0 eV\(^{53}\) and 3.4 eV\(^{25}\), respectively. Moreover, the computed energies of the relevant excitons (1.7-2.3 eV) are similar to the experimental values (1.9-2.5 eV) measured by the photoinduced absorption spectroscopy.31

Ground state DFT and ab initio Born-Oppenheimer MD (BOMD) simulations were performed using the Vienna ab initio Simulation Package (VASP)\(^{54}\) with the projector-augmented-wave potentials\(^{55}\) and generalized gradient approximations (GGA) for the exchange-correlation functional. The semiempirical DFT-D2 method\(^ {38}\) was used to account for the van der Waals (vdW) corrections with which the interfacial atomic structure was determined. The interface was modeled with three layers of P3HT, each with four thiophene rings, placed epitaxially on a 5 × 3 slab of ZnO (10\( \overline{1} \)0) atomic planes. As shown in the Supporting Information (Figure S1b), three double-layers of ZnO were sufficient to obtain converged exciton energies and used in the exciton dynamics simulations. The vacuum layer was of 15 Å thick, which was large enough to decouple the interaction between the neighboring slabs. In the ground state structural relaxation, the atoms at the bottom double-layer of ZnO substrate were fixed to their equilibrium bulk positions, and the other atoms were allowed to relax. For the charge density calculations of the CT states, we used six double-layers of ZnO to provide an accurate description for the hot CT state (3.4 eV above CT1), which has a larger electron-hole distance. The ground state charge density and DOS of ZnO and C\(_{60}\) surfaces were calculated using the hybrid functional HSE06.56 Six double-layers of ZnO and ten layers of C\(_{60}\) were included in the surface slab models. The Gamma k-point was sampled with a cutoff energy of 400 eV in all calculations. We have also checked the results for the electronic structure and the exciton energies with 3 × 3 × 1 and 5 × 5 × 1 k-points, and only minor energy differences were found. Based on the relaxed atomic structure, ab initio BOMD simulation was followed to raise the temperature to 300 K with repeated velocity scaling; the system was then kept at 300 K for 500 fs to reach the thermal equilibrium. Finally, a microcanonical BOMD production run was performed for 1000 fs with a time-step of 1 fs. At each MD step, the excitation energies and the many-body wave functions are determined following Casida’s formulation within TDDFT framework. To capture the stochastic nature of the coupled electron–ion dynamics, 900 ab initio MD trajectories, each 100 fs long (some 500 fs long), were selected and averaged for the exciton dynamics from the 1000 fs long BOMD simulation. For each 100 fs trajectory, 100 surface hopping simulations were performed.
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