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1.1 Introduction

Hydrogen is a major reactant with solids as a result of its strong chemical activity, high lattice mobility, and wide occurrence as H2 molecule and a constituent of molecular gases and liquids (moisture in air, for example) [1]. As a consequence, interactions of H with lattice defects, such as vacancies, dislocations, grain boundaries, and cracks, are crucial in determining the influence of this impurity on the properties of solids. These interactions are the ultimate culprit of H embrittlement, which is one of the most important problems in materials science and engineering as almost all metals and their alloys suffer to some extent of H-induced brittleness [2]. Since the early 1960s, H-induced cracking has been responsible for many, if not most, service failures in numerous applications where components and structures come into contact with natural or technological environment - whether aqueous solution, gas, elevated temperature, or irradiation. Moreover, the problem of H-induced cracking directly affects the safety and reliability of engineering systems such as aircraft and aerospace structures, nuclear and fossil fuel power plants, oil and gas pipelines, field equipment, chemical plants, and marine structures which, if they fail, can cause serious human, environmental and financial losses. The economic and humanitarian aspects of H-induced cracking failures have led to considerable scientific and engineering efforts directed at understanding and preventing such failures. More recently, materials problems
for emerging H economy have attracted great attentions, such as materials for fuel cells, hydrogen storage and production, etc. All these applications require fundamental understanding of H-metal interactions. In particular, the mechanical properties of the materials are crucial for the success of the relevant applications.

In the past four decades, intense research on H embrittlement has been carried out and three general mechanisms of H embrittlement have been put forward, including (1) stress-induced hydride formation and cleavage of the brittle phase [3, 4, 5], (2) H enhanced local plasticity [6, 7, 8, 9] and (3) H-induced de-cohesion and grain boundary weakening [10, 11, 12]. However, despite the impressive progress, the underlying atomic processes and the relative importance of the three mechanisms remain uncertain and controversial. It is fair to say that a complete mechanistic understanding of H embrittlement still eludes us [1].

Some of the most fascinating problems in all fields of science involve multiple spatial and/or temporal scales: processes that occur at a certain scale govern the behavior of the system across several (usually larger) scales [13]. In many problems of materials science this notion arises quite naturally: the ultimate microscopic constituents of materials are ions and electrons; interactions among them at the atomic level (of order nanometers and femtoseconds) determine the behavior of the material at the macroscopic scale (of order centimeters and milliseconds and beyond), the latter being the scale of interest for technological applications [14]. The idea of performing simulations of materials across several characteristic length and time scales has therefore obvious appeal as a tool of potentially great impact on technological innovation. The advent of ever more powerful computers which can handle such simulations provides further argument that such an approach can address realistic situations and can be a worthy partner to the traditional approaches of theory and experiment [15, 16, 17]. At each length and time-scale, well-established and efficient computational approaches have been developed over the years to handle the relevant phenomena. To treat electrons explicitly and accurately at the atomic scale, methods based on density functional theory (DFT) [18] and local density approximation [19] can be readily applied to systems containing several hundred atoms. For material properties at the microscopic scale, molecular dynamics or statics simulations are usually performed employing classical interatomic potentials. Although not as accurate as the DFT methods, the classical simulations are able to provide insight into atomic processes involving considerably larger systems, reaching up to \(10^9\) atoms [20]. Finally, for the macroscopic scale, finite element (FE) methods are routinely used to examine the large-scale properties of materials considered as an elastic continuum [21].

The challenge in modern simulations of materials science and engineering is that real materials usually exhibit phenomena at one scale that require a very accurate and computationally expensive description, and phenomena at another scale for which a coarser description is satisfactory and in fact necessary to avoid prohibitively large computations. Since none of the methods above alone would suffice to describe the entire system, the goal becomes to develop models that combine different methods specialized at different scales, effectively distributing the computational power where it is needed most. It is the hope that a multiscale approach is the answer to such a quest. Sometimes a full-blown brute force calculation could shadow the crucial physics owing to its sheer amount of information or complexity. On the other hand, effective theories and well-constructed multiscale models could capture essential physics without the distraction of less important details [13, 14]. Overall, multiscale modeling is a vibrant enterprise of multi-disciplinary nature. It combines the skills of physicists, materials scientists, chemists, mechanical and chemical engineers, applied mathematicians and computer scientists. The marriage of disciplines and
the concomitant dissolution of traditional barriers between them represent the true power and embody the great promise of multiscale approaches for enhancing our understanding of, and our ability to control complex physical phenomena [14].

Modeling H embrittlement is an incredibly challenging task that requires sophisticated multiscale modeling. For example, H assisted cracking is at the heart of H embrittlement. To modeling it, one has to involve \textit{ab initio}-based multiscale approaches. This is because on one hand, a crack propagates by breaking atomic bonds at the crack tip, thus the atomic process of H attacking metallic bonds has to be captured quantum mechanically. On the other hand, the crack is loaded remotely from exterior surfaces that are far away from the crack tip. Hence the processes that transmit and magnify the applied load to the crack tip have to be accounted for, which can be modeled most effectively by continuum mechanics. Similarly, the interactions between H and other extended defects such as dislocations, grain boundaries, voids, etc, inevitably require \textit{ab initio}-based multiscale modeling. Therefore, owing to the inherent multiscale nature of H embrittlement, \textit{ab initio}-based multiscale approaches are the most promising theoretical means to address outstanding experimental and theoretical problems in H embrittlement. In this chapter, we present several \textit{ab initio} multiscale modeling approaches that we have developed recently and have been used to study crucial problems in H embrittlement of metals.

In the following, we first provide an introduction to the multiscale methods, including Peierls-Nabarro model for dislocations, quantum mechanical/molecular mechanical (QM/MM) methods and quasi-continuum density functional theory (QCDFT) method. We then apply these methods to study some key phenomena and processes in H embrittlement of metals, ranging from H-enhanced local plasticity (HELP), H-assisted cracking, crucial role of vacancies to H diffusion in extended defects. Finally, we propose a tentative mechanism for H embrittlement and speculate on one future research direction in this area that is interesting to us. The materials presented here primarily reflect our own research interests in multiscale modeling of H embrittlement, and they are by no means exhaustive. Nevertheless, we hope that they offer a glimpse of the current modeling effort of the field and perhaps can serve as an inspiration for future work in this area.

### 1.2 Multiscale Modeling Approaches

Conceptually, two categories of multiscale modeling approaches can be envisioned - sequential and concurrent approaches [14]. The sequential modeling approaches attempt to piece together a hierarchy of computational methods in which large-scale models use the coarse-grained representations with information obtained from more detailed, smaller-scale models. The sequential modeling approaches have proven effective in systems in which the different scales are only weakly coupled. The concurrent approaches on the other hand attempt to link models appropriate at each scale together in a combined theory, where the different scales of the system are considered concurrently and communicate with some type of hand-shaking procedure. These approaches are necessary for systems that are inherently multiscale; that is, systems whose behavior at each scale depends strongly on what happens at the other scales. One important advantage of the concurrent approaches is that they do not require \textit{a priori} knowledge of the system of interest, neither do they rely on phenomenological models. Thus the concurrent approaches are particularly useful to explore problems about which little is known at the atomistic level and its connection to larger scales, and to discover new phenomena.
1.2.1 Peierls-Nabarro Model of Dislocations

The Peierls-Nabarro (P-N) model was first proposed by Peierls [22] and Nabarro [23] to incorporate the details of a discrete dislocation core into a framework that is essentially a continuum. More specifically, the atomistic scale information of the P-N model is contained in the form of so-called generalized stacking fault energy surface (also referred to as the $\gamma$-surface) and the higher scale information is described by a phenomenological continuum description. In fact, the former can be determined quantum mechanically by $\textit{ab initio}$ calculations. The P-N model serves as a link between atomistic and continuum approaches, by providing a means to incorporate information obtained from atomistic calculations ($\textit{ab initio}$ or empirical) directly into continuum models. The resultant approach can then be applied to problems that neither atomistic nor conventional continuum models could handle separately. The simplicity of the P-N model makes it an attractive alternative to direct atomistic simulations of dislocation properties [24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36]. It provides a rapid and inexpensive route to determine dislocation core structure and mobility. Combined with $\textit{ab initio}$ determined GSF energy surface, the P-N model could give rather reliable quantitative predictions for various dislocation properties.

Consider a solid with an edge dislocation in the middle as shown in Fig. 1.1: the solid containing this dislocation is represented by two elastic half-spaces joined by atomic-level forces across their common interface, known as the glide plane (dashed line). The goal of the P-N model is to determine the slip distribution on the glide plane, which minimizes the total energy. The dislocation is characterized by the slip (relative displacement) distribution

$$f(x) = u(x, 0^+) - u(x, 0^-),$$

Figure 1.1 A schematic illustration showing an edge dislocation in a lattice. The partition of the dislocated lattice into a linear elastic region and a nonlinear atomistic region allows a multiscale treatment of the problem.
are functionals of the slip distribution $f(x)$. Specifically, the nonlinear misfit energy can be written as

$$U_{\text{misfit}} = \int_{-\infty}^{\infty} \gamma[f(x)] dx,$$

(1.2)

where $\gamma(f)$ is the generalized stacking fault energy surface introduced by Vitek [37]. The nonlinear interplanar $\gamma$-surface can be determined from ab initio calculations. The elastic energy of the dislocation can be calculated reasonably from elasticity theory: the dislocation may be thought of as a continuous distribution of infinitesimal dislocations whose Burgers vectors integrate to that of the original dislocation [38]. Therefore, the elastic energy of the original dislocation is just the sum of the elastic energy caused by all the infinitesimal dislocations (from the superposition principle of linear elasticity theory), which can be written as

$$U_{\text{elastic}} = \frac{\mu}{2\pi(1-\nu)} \int dx \int dx' \ln \frac{L}{|x-x'|} \frac{df(x)}{dx} \frac{df(x')}{dx'},$$

(1.3)

where $\mu$ and $\nu$ are the shear modulus and Poisson’s ratio, respectively. The variable $L$ is an inconsequential constant introduced as a large-distance cutoff for the computation of the logarithmic interaction energy [39]. The gradient of $f(x)$ is called dislocation (misfit) density, denoted by $\rho(x)$. The successful application of the P-N models depends on the reliability of both $\gamma$-surface and the underlying elasticity theory, which is the basis for the formulation of the phenomenological theory.

The total energy of the dislocation is a function of misfit distribution $f(x)$ or, equivalently, $\rho(x)$, and it is invariant with respect to arbitrary translation of $\rho(x)$ and $f(x)$. To regain the lattice discreteness, the integration of the $\gamma$-energy in Eq. (1.2) was discretized and replaced by a lattice sum in the original P-N formulation

$$U_{\text{misfit}} = \sum_{i=-\infty}^{\infty} \gamma[f(x_i)] \Delta x,$$

(1.4)

with $x_i$ the reference position and $\Delta x$ the average spacing of the atomic rows in the lattice. This procedure, however, is inconsistent with evaluation of elastic energy in Eq. (1.3) as a continuous integral. Therefore, the total energy is not variational. Furthermore, in the original P-N model, the shape of the solution $f(x)$ is assumed to be invariant during dislocation translation, a problem that is also associated with the non-variational formulation of the total energy.

To resolve these problems, a so-called semidiscrete variational P-N (SVPN) model was developed [31] that allows the study of narrow dislocations, a situation that the standard P-N model can not handle. Within this approach, the equilibrium structure of a dislocation is obtained by minimizing the dislocation energy functional

$$U_{\text{disl}} = U_{\text{elastic}} + U_{\text{misfit}} + U_{\text{stress}} + K b^2 \ln L,$$

(1.5)

where

$$U_{\text{elastic}} = \sum_{i,j} \frac{1}{2} \delta_{ij} [K_e (\rho_i^{(1)} \rho_j^{(1)} + \rho_i^{(2)} \rho_j^{(2)}) + K_s \rho_i^{(3)} \rho_j^{(3)}],$$

(1.6)

$$U_{\text{misfit}} = \sum_i \gamma_3 [f(x_i)] \Delta x,$$

(1.7)
with respect to the dislocation misfit density. Here, $\rho_i^{(1)}$, $\rho_i^{(2)}$, and $\rho_i^{(3)}$ are the edge, vertical, and screw components of the general interplanar misfit density at the $i$th nodal point, respectively, and $\gamma_3(f)$ is the corresponding three-dimensional $\gamma$-surface. The components of the applied stress are $\tau^{(1)} = \sigma_{21}$, $\tau^{(2)} = \sigma_{22}$, and $\tau^{(3)} = \sigma_{23}$, respectively. The variables $K$, $K_e$, and $K_s$ are the pre-logarithmic elastic energy factors, related to the shear modulus, Poisson’s ratio, and the dislocation character [39]. The dislocation density at the $i$th nodal point is $\rho_i = (f)_i / (x_i - x_{i-1})$, and $\chi_{ij}$ is the elastic energy kernel [31].

The first term in the energy functional $U_{\text{elastic}}$ is now discretized to be consistent with the discretized misfit energy, which makes the total energy functional variational. Another modification in this approach is that the nonlinear misfit potential in the energy functional $U_{\text{misfit}}$ is a function of all three components of the nodal misfit $f(x_i)$. Namely, in addition to the misfit along the Burgers vector, lateral and even vertical misfits across the glide plane are also included. This allows for the treatment of straight dislocations of arbitrary orientation in arbitrary glide planes [33, 32]. Furthermore, because the misfit vector $f(x_i)$ is allowed to change during the process of dislocation translation, the energy barrier (referred to as the Peierls barrier) can be significantly lowered compared to the corresponding value taken from a rigid translation. The response of a dislocation to an applied stress is achieved by minimization of the energy functional with respect to $\rho_i$ at the given value of the applied stress $\tau^{(l)}_i$. An instability is reached when an optimal solution for $\rho_i$ no longer exists, which is manifested numerically by the failure of the minimization procedure to converge. The Peierls stress is defined as the critical value of the applied stress that gives rise to this instability. The SVPN model has been applied to study various interesting material problems related to dislocation phenomena [33, 32, 34, 35, 36].

1.2.2 Quantum mechanics/molecular mechanics method

In atomistic modeling of materials, quantum mechanics (QM) is necessary for a proper treatment of phenomena such as bond-breaking, charge transfer, electronic and optical excitations and magnetism, etc.; however, owing to its computational demand, the application of QM has to be restricted to relatively small systems consisting of up to a few hundreds of atoms. On the other hand, atomistic simulations based on empirical interatomic potentials are often capable of describing small-amplitude vibrations and torsions, elastic deformation, electrostatic interactions, etc., in many materials. Termed as molecular mechanical (MM) methods, these empirical atomistic approaches can treat millions of atoms or more. Therefore algorithms that combine quantum mechanics and molecular mechanics (QM/MM) promise to offer a promising solution to the computational challenge in atomistic simulations of materials [40, 41, 42].

For many molecular systems that are of interest in chemistry and biochemistry, one can partition the QM/MM system by cutting chemical bonds linking the QM and MM parts and then saturate the dangling bonds at the boundary of QM region by so-called link atoms [41, 43, 44]. This procedure and the similar ones can be justified because of the presence of well-defined and localized chemical bonds in such molecular systems. Unfortunately, for metallic materials, the procedure is no longer valid owing to the delocalized nature of metallic bonding; it becomes impractical to cut and saturate bonds. In fact, the very concept of chemical bonds becomes less appropriate than the band picture for metals. Therefore, more sophisticated ideas have to be developed to deal with metallic cohesion represented
by the delocalized electron states across the QM/MM boundary. As a result, far fewer QM/MM-like simulations have been attempted in metallic systems [42, 45, 46, 47, 48, 49]. Here, we present some recent development of such ideas for modeling metallic materials [50, 51, 52, 53, 42].

In a QM/MM simulation, the computational domain is partitioned into two regions: region I is the primary region where QM simulations are performed and region II is the surrounding region where classical atomistic simulations are carried out. Although different levels of QM simulations could be employed in region I, here we focus on the Kohn-Sham density functional theory (KS-DFT) [19]. Similarly, although many empirical potentials could be used in region II, we choose the embedded-atom method (EAM) [54] as an example for MM calculations. The total energy of a system including the energy of the region I, the energy for the region II, and the interaction energy between them can be expressed as

$$E_{\text{tot}}[I + II] = E_{\text{DFT}}[I] + E_{\text{int}}[I, II] + E_{\text{EAM}}[II].$$  (1.9)

The interaction between regions I and II is at the heart of any QM/MM method. Depending on the formulation of the interaction energy, the QM/MM methods can be divided into two categories: mechanical coupling and quantum coupling. In the quantum coupling, the interaction energy $E_{\text{int}}[I, II]$ is formulated by DFT; the quantum mechanical calculation for region I is carried out in the presence of region II; and a single-particle embedding potential that represents the quantum mechanical effects of region II enters the QM Hamiltonian of region I. On the other hand, in the mechanical coupling, one performs quantum mechanical simulation of region I in the absence of region II, and treats the interaction energy $E_{\text{int}}[I, II]$ at the MM level.

Figure 1.2  Schematic domain partition in the QM/MM method with an edge dislocation as an example. Blue and magenta spheres represent the atoms belonging to region I and region II, respectively. The dashed box represents $\Omega^I$, and the solid box represents the periodic box $\Omega^B$. The charge density of region I $\rho^I$ is confined within $\Omega^I$, and the periodic boundary conditions are imposed over $\Omega^B$. From reference [53].
1.2.2.1 Quantum Coupling

The self-consistent determination of the interaction energy at a QM level is the hallmark of the quantum coupling approach. The spatial partition of the entire system is shown in Fig. 1.2. In specific, the total energy can be expressed as

$$ E_{\text{tot}}[\rho^\text{tot}; \mathbf{R}^\text{tot}] = \min_{\rho^I} \left\{ E_{\text{KS}}[\rho^I; \mathbf{R}^I] + E_{\text{int}}^\text{OF}[\rho^I, \rho^\text{II}; \mathbf{R}^I, \mathbf{R}^\text{II}] + E_{\text{MM}}[\mathbf{R}^\text{II}] \right\}, $$

where $\mathbf{R}^\text{tot} \equiv \mathbf{R}^I \cup \mathbf{R}^\text{II}$, $\mathbf{R}^I$ and $\mathbf{R}^\text{II}$ denote atomic coordinates in region I and II respectively. The charge density of region I, $\rho^I$, which is the degree of the freedom of the problem, is determined self-consistently by minimizing the total energy functional Eq. (1.10). We associate each MM atom in region II with an atomic-centered electron density ($\rho_{\text{at}}$) and a pseudopotential; both of them are constructed \\textit{a priori}. The charge density of region II, $\rho^\text{II}$, is defined as a superposition of atomic-centered charge densities $\rho_{\text{at}}$ via

$$ \rho^\text{II}(\mathbf{r}) = \sum_{i \in \text{II}} \rho_{\text{at}}(\mathbf{r} - \mathbf{R}_i), $$

which only changes upon the relaxation of region II ions. The total charge density $\rho^\text{tot}$ is given by $\rho^\text{tot} = \rho^I + \rho^\text{II}$. The interaction energy between region I and II, $E_{\text{int}}^\text{OF}$, formulated by Orbital-Free Density Functional Theory (OF-DFT) [56, 57, 58] is defined as follows

$$ E_{\text{int}}^\text{OF}[\rho^I, \rho^\text{II}; \mathbf{R}^I, \mathbf{R}^\text{II}] = E_{\text{OF}}[\rho^\text{tot}; \mathbf{R}^\text{tot}] - E_{\text{OF}}[\rho^I; \mathbf{R}^I] - E_{\text{OF}}[\rho^\text{II}; \mathbf{R}^\text{II}]. $$

(1.11)

The unique feature of OF-DFT is that it allows a QM calculation of energetics by knowing only the charge density. The accuracy of OF-DFT is in between KS-DFT and EAM, which is consistent to its usage in the QM/MM method. Finally, the EAM method was developed specifically to treat metallic systems. $\mu_{\text{emb}}[\rho^I, \rho^\text{II}]$ termed as embedding potential, is of crucial importance to the QM/MM method, and is defined as a functional derivative of the interaction energy $E_{\text{int}}^\text{OF}$ with respect to $\rho^I$,

$$ \mu_{\text{emb}}(\mathbf{r}) \equiv \frac{\delta E_{\text{int}}^\text{OF}[\rho^I, \rho^\text{II}; \mathbf{R}^I, \mathbf{R}^\text{II}]}{\delta \rho^I}. $$

(1.12)

$\mu_{\text{emb}}(\mathbf{r})$ represents the effective single-particle potential that the region I electrons feel due to the presence of the region II atoms (both electrons and ions). We have recently developed a quantum coupling approach in which the interaction energy is calculated by KS-DFT, thus overcomes the limitations of OF-DFT. Based on the constrained DFT, the method is more general and is particularly useful for magnetic materials [55].

1.2.2.2 Mechanical coupling

In the mechanical coupling, the interaction energy $E_{\text{int}}^\text{EAM}$ is evaluated with EAM calculations,

$$ E_{\text{int}}^\text{EAM}[\text{I}, \text{II}] = E_{\text{EAM}}[\text{I} + \text{II}] - E_{\text{EAM}}[\text{I}] - E_{\text{EAM}}[\text{II}], $$

and thus Eq. (1.9) becomes

$$ E_{\text{tot}}[\text{I} + \text{II}] = E_{\text{DFT}}[\text{I}] + E_{\text{EAM}}[\text{I} + \text{II}] - E_{\text{EAM}}[\text{I}]. $$

(1.14)

The advantage of the mechanical coupling is simplicity [59]. It demands nothing beyond what is required for a DFT cluster calculation and two classical MM calculations (one for the entire system and the other for a cluster of region I). On the other hand, the quantum coupling allows a more accurate description, in particular, for the electronic structure of region I. For example, the fictitious surface states due to the cluster calculation of region I in the mechanical coupling can be eliminated in the quantum coupling [52]. Of course, the quantum coupling is more complicated than the mechanical coupling in general.
1.2.3 Quasi-continuum density functional theory

A widely used and successful concurrent multiscale method is so-called quasi-continuum (QC) method originally proposed by Tadmor et al. [60]. The QC method combines atomistic models with continuum theories, and thus offers an advantage over conventional atomistic simulations in terms of computational efficiency. The idea underlying the QC method is that atomistic processes of interest often occur in very small spatial domains (e.g., crack tip) while the vast majority of atoms in the material behave according to well-established continuum theories. To exploit this fact, the QC method retains atomic resolution only where necessary and coarsens to a continuum finite-element description elsewhere. This is achieved by replacing the full set of \( N \) atoms with a small subset of \( N_r \) “representative atoms” or repatoms (\( N_r \ll N \)) that approximate the total energy through appropriate weighting. The energies of individual repatoms are computed in two different ways depending on the deformation in their immediate vicinity. Atoms experiencing large deformation gradients on an atomic-scale are computed in the same way as in a standard fully-atomistic method. In QC these atoms are called nonlocal atoms. In contrast, the energies of atoms experiencing a smooth deformation field on the atomic scale are computed based on the deformation gradient in their vicinity as befitting a continuum model. These atoms are called local atoms. The total energy \( E_{\text{tot}} \) (which for a classical system can be written as \( E_{\text{tot}} = \sum_{i=1}^{N} E_i \), with \( E_i \) the energy of atom \( i \)) is approximated as

\[
E_{\text{tot}}^{\text{QC}} = \sum_{i=1}^{N_{\text{nl}}} E_i(\{q\}) + \sum_{j=1}^{N_{\text{loc}}} n_j E_{\text{loc}}^j(\{F\}).
\]

The total energy has been divided into two parts: an atomistic region of \( N_{\text{nl}} \) nonlocal atoms and a continuum region of \( N_{\text{loc}} \) local atoms (\( N_{\text{nl}} + N_{\text{loc}} = N_r \)).

The original formulation of QC was limited to classical potentials for describing interactions between atoms. However, since many materials properties depend crucially on the behavior of electrons, such as bond breaking/forming at crack tips or defect cores, chemical reactions with impurities, surface reactions and reconstructions, and magnetism, etc, it is desirable to incorporate appropriate quantum mechanical descriptions into the QC formalism. QCDFT is one strategy to fill this role. In specific, QCDFT combines the coarse graining idea of QC and the coupling strategy of QM/MM approaches mentioned above [61, 62, 63]. Therefore QCDFT can capture the electronic structure at the defect cores (e.g. crack tip) within the accuracy of DFT and at the same time reach the length-scale that is relevant to experiments.

The original QC formulation assumes that the total energy can be written as a sum over individual atom energies. This condition is not satisfied by quantum mechanical models. To address this limitation, in the present QCDFT approach the nonlocal region is treated by either the mechanical or the quantum coupling QM/MM approaches [61, 62]. Here, for simplicity, we only discuss the mechanical coupling QCDFT in which the nonlocal QC formulation is based on the coupling between KS-DFT and EAM with the interaction energy determined by EAM. The local region, on the other hand, is also dealt with by EAM. This makes the passage from the atomistic to continuum seamless since the same underlying material description is used in both. This description enables the model to adapt automatically to changing circumstances (e.g. the nucleation of new defects or the migration of existing defects). The adaptability is one of the main strengths of QCDFT, which is missing in many other multiscale methods.
More specifically, in the QCDFT approach the material of interest is partitioned into three distinct domains as shown in Fig. 1.3: (1) a nonlocal quantum mechanical DFT region (region I); (2) a nonlocal classical region where classical EAM potentials are used (region II); and (3) a local region (region III) that employs the same EAM potentials as region II. The coupling between region II and III is achieved via the QC formulation, while the coupling between region I and II is accomplished by the QM/MM scheme [59]. The total energy of the QCDFT system is thus given by [61]

\[
E_{\text{tot}}^{\text{QCDFT}} = E_{\text{nl}}^{\text{I} + \text{II}} + \sum_{j=1}^{N_{\text{loc}}} n_j E_{\text{loc}}^{j}(\{F\}) = E_{\text{DFT}}^{\text{I}} - E_{\text{EAM}}^{\text{I}} + E_{\text{EAM}}^{\text{I} + \text{II}} + \sum_{j=1}^{N_{\text{loc}}} n_j E_{\text{loc}}^{j}(\{F\}),
\]  

(1.16)

where \(E_{\text{nl}}^{\text{I} + \text{II}}\) is the total energy of the nonlocal region (I and II combined with the assumption that region I is embedded within region II), \(E_{\text{DFT}}^{\text{I}}\) is the energy of region I in the absence of region II computed with DFT, \(E_{\text{EAM}}^{\text{I}}\) is the energy of region I in the absence of region II computed with EAM, and \(E_{\text{EAM}}^{\text{I} + \text{II}}\) is the energy of the nonlocal region computed with EAM.
Other combinations of quantum mechanical and classical atomistic methods may also be implemented in QCDFT. The advantage of the present implementation is its simplicity; it has nothing more than a DFT calculation and an EAM-QC calculation. Another advantage of the QCDFT method is that, if region I contains multiple atomic species while region II contains only one atom type, there is no need to develop reliable EAM potentials to describe each species and their interactions. This is because if the various species of atoms are well within region I, the energy contributions of these atoms are canceled out in the total energy calculation. This advantage renders the method useful in dealing with impurities, which is an exceedingly difficult task for conventional empirical simulations.

The equilibrium structure of the system is obtained by minimizing the total energy in Eq. (1.16) with respect to all degrees of freedom. Because the time required to evaluate $E_{\text{DFT}[I]}$ is considerably more than that required for computation of the other EAM terms in $E_{\text{QCDFT}}^{\text{tot}}$, an alternate relaxation scheme turns out to be useful. The total system can be relaxed by using conjugate gradient approach on the DFT atoms alone, while fully relaxing the EAM atoms in region II and the displacement field in region III at each step. An auxiliary energy function can be defined as

$$E'([q]) \equiv \min_{\{q^{(I)\}}\{q^{(II)\}}\{q^{(III)\}}} E_{\text{QCDFT}}^{\text{tot}}([q]);$$

(1.17)

which allows for the following relaxation scheme: (i) minimize $E_{\text{QCDFT}}^{\text{tot}}$ with respect to the atoms in regions II ($\{q^{(II)\}$ and the atoms in region III ($\{q^{(III)\}$), while holding the atoms in region I fixed; (ii) calculate $E_{\text{QCDFT}}^{\text{tot}}([q])$, and the forces on the region I atoms; (iii) perform one step of conjugate gradient minimization of $E'$; (iv) repeat until the system is relaxed. In this manner, the number of DFT calculations performed is greatly reduced, albeit at the expense of more EAM and local QC calculations. It has been shown that the total number of DFT energy calculations for the relaxation of an entire system is about the same as that required for DFT relaxation of region I alone.

1.3 Multiscale Modeling of Hydrogen Embrittlement

In the past decade, we have used multiscale modeling to study some key problems in H embrittlement of metals by focusing on H-defect interactions, which are summarized below.

1.3.1 Hydrogen Enhanced Local Plasticity

In recent years, a unified understanding of H embrittlement is emerging based on the key concept of hydrogen enhanced local plasticity (HELP) [1]. There is a large body of experimental evidence suggesting that H strongly affects plastic deformation in metals in a manner leading to enhanced fracture. One of the most convincing experimental evidence of HELP is the controlled in situ TEM observation that is performed in real time and at high spatial resolution [7]. Observations were made on specimens that were under stress, but the deformation processes had ceased to operate in vacuum. On adding H$_2$ gas to the environmental cell, dislocations began to move. Subsequently removal of the H$_2$ gas caused a cessation of the dislocation motion, and the cycle could be repeated many times. This H enhanced dislocation mobility has been observed for screw, edge, and mixed dislocations as well as for isolated dislocations and dislocation tangles. Observations have been made in a wide range of materials with different crystal structures, including Fe, Ni, steels, Al...
and Al alloys, Ti and Ti-alloys, and Ni₃Al [5, 64, 8, 9, 65, 66, 67, 68, 69, 70]. Another important result, which is believed to be responsible for H embrittlement is H-induced slip planarity. It has been revealed by microscopic observations that solute H atoms can inhibit dislocation cross-slip in Al, austenitic stainless steels, Ni, NiCo, and Ni-based superalloy, leading to slip planarity [71, 72, 73, 74, 75]. This slip planarity forces dislocations from a given source to remain localized in narrow slip bands because the relaxation of dislocation pile-ups via cross-slip is suppressed. As a consequence, a micro-crack may be initiated in front of a pile-up when the stress intensity factor reaches its critical value over there. In contrast to the vast body of experimental evidence, theoretical studies of the HELP mechanism are scarce. The SVPN and QM/MM calculations have been performed to gain an understanding of the physics behind the HELP mechanism [34, 53, 76, 77].

In the SVPN approach, ab initio calculations are carried out for for the γ-surface of Al with H impurities placed at the interstitial sites [34]. The γ-surfaces for both pure Al and the Al + H systems are shown in Fig. 1.4. Comparing the two γ-surfaces, one finds an overall reduction (up to 50%) in γ-energy in the presence of H, which is attributed to the change of atomic bonding across the glide plane, from covalent-like to ionic-like [78]. This reduction of γ-energy could change dislocation properties significantly. For example, one expects that dislocations would be emitted more easily from a crack tip when H is present based on the lowering of the unstable stacking fault energy along the [1¯21] direction [79]. In fact, this prediction is in accordance with atomistic simulations for Ni, where dislocations are found to be emitted more rapidly from a crack tip in the presence of H [80].

![Figure 1.4](image.png)

Figure 1.4 The γ-surface (J/m²) for displacements along a (111) plane for (a) pure Al and (b) Al + H systems. The corners of the plane and its center correspond to identical equilibrium configurations (i.e., the ideal lattice). The two surfaces are displayed in exactly the same perspective and on the same energy scale to facilitate comparison of important features. From reference [34].

The core properties of four different dislocations, screw (0°), 30°, 60°, and edge (90°) have been studied using the SVPN model. The Peierls stress for these dislocations is shown in Table 1.1. It was found that the Peierls stress, which is the minimum stress to move a stationary dislocation, is reduced by more than an order of magnitude in the presence of H. Moreover this H-enhanced mobility is observed for screw, edge, and mixed dislocations, which is compatible with the experimental results. This result invalidates the perception that the only plausible explanation of HELP must be based on elastic interactions among dislocations and that dislocation-lattice interaction is not important [1]. On the contrary, it was found that the dislocation-lattice interaction is very important and that the dislocation
Table 1.1 Peierls stress ($\sigma_p$, MPa), core energies ($E_{\text{core}}$, eV/Å) and binding energy ($E_b$, eV/atom) for the four dislocations in the pure Al and the Al + H systems. From reference [34].

<table>
<thead>
<tr>
<th></th>
<th>Screw</th>
<th>$30^\circ$</th>
<th>$60^\circ$</th>
<th>Edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_p$</td>
<td>Al</td>
<td>254</td>
<td>51</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>Al + H</td>
<td>1.7</td>
<td>1.2</td>
<td>1.4</td>
</tr>
<tr>
<td>$E_{\text{core}}$</td>
<td>Al</td>
<td>-0.08</td>
<td>-0.11</td>
<td>-0.17</td>
</tr>
<tr>
<td></td>
<td>Al + H</td>
<td>-0.14</td>
<td>-0.18</td>
<td>-0.27</td>
</tr>
<tr>
<td>$E_b$</td>
<td></td>
<td>-0.06</td>
<td>-0.07</td>
<td>-0.10</td>
</tr>
</tbody>
</table>

core structure is responsible for the observed H-enhanced dislocation mobility. However, it does not exclude the possibility that dislocation-dislocation interaction does play a role in HELP [81]. The results of binding energy $E_b$ in Table 1.1 show that there is strong binding between H and the dislocation cores; that is, H is attracted (trapped) to dislocation cores, which lowers the core energies. More importantly, the binding energy was found to be a function of dislocation character, with the edge dislocation having the greatest and the screw dislocation having the lowest binding energies. For a mixed dislocation, the binding energy increases with the amount of edge component of the Burgers vector. These results indicate that in the presence of H, it costs more energy for an edge dislocation to transform into a screw dislocation to cross-slip, as the edge dislocation has almost twice the binding energy of the screw dislocation. In the same vein, it costs more energy for a mixed dislocation to transfer its edge component to a screw component for cross-slip. Therefore, the cross-slip process is suppressed because of the presence of H, and the slip is confined to the primary glide plane, exhibiting the experimentally observed slip planarity.

The interaction between the H impurities with dislocations in $\alpha$-Fe has been examined by using the QM/MM approach [76]. In the QM/MM simulations, the entire dislocation is partitioned into two regions as shown in Fig. 1.2: the QM region contains the dislocation core and the impurities; the MM region on the other hand contains the rest of system including the long-range elastic field of the dislocation. The impurity-dislocation interaction is investigated by calculating the impurity-dislocation solution energy and the impurity binding energy to the dislocation cores. The impurity solution energy is calculated as follows

$$E_{X,H}^S = E_{X+H} - E_X - E_H.$$

(1.18)

Here X could stand for bulk, edge, screw dislocations respectively. The three energy contributions are the energy of X in the presence of the H impurity, the energy of X in the absence of the H impurity, and the energy of the H impurity by itself. The more negative the solution energy, the stronger the binding between X and H (or the site is more preferred by the impurity). It was found that in $\alpha$-Fe, H prefers the tetrahedral (T-) site over the octahedral (O-) site at the dislocation core, as well as in the bulk. We note that the observed site preference of H is materials specific and thus one could be cautious to generalize the conclusion to other materials. The solution energies of the most stable sites in the bulk, edge, and screw dislocations are -2.33 eV, -2.80 eV, and -2.60 eV, respectively. The impurity binding (or segregation) energy to the dislocation core can be defined as the solution energy difference between the bulk and the dislocations. The lower the binding/segregation energy, the more stable the impurity at the dislocation core; the negative value of the binding/segregation energy indicates that the impurity prefers to segregate to the dislocation core as opposed to staying in the bulk. The lowest binding energies of H
to the screw and the edge dislocation are -0.27 eV and -0.47 eV, respectively. Therefore, the H impurity is energetically most stable in the edge dislocation, less stable in the screw dislocation and least stable in the bulk, similar to the preceding results of Al. We have also performed QM/MM calculations for Al dislocations and find a binding energy between H and the edge dislocation of -0.12 eV [53], which is identical to the previous P-N model result. However, H has a weaker binding to dislocations in Mg where the binding energies are -0.03 eV and -0.05 eV for the screw and edge dislocations, respectively [77].

Figure 1.5 The differential displacement maps of the screw dislocation moving along the minimum energy path: (a) initial structure, (b) saddle point and (c) final structure. The dislocation core is represented by the cross and the position of the H impurity is indicated by a red dot. From reference [76].

To study the effect of H on dislocation mobility, the QM/MM method is employed to calculate the Peierls energy barrier which is the minimum energy that a straight dislocation has to overcome in order to move in a crystal. The screw dislocation is studied here because its mobility is much lower than that of the edge dislocation in Fe, hence its mobility is more relevant to the overall mobility of a curved dislocation or a dislocation loop. The dislocation is placed at two adjacent “easy” positions as the initial and final state, as shown in Fig. 1.5(a) and (c) respectively. The minimal energy path is found to be in the \{110\} plane, which is consistent with experiments [82]. The saddle point configuration (Fig. 1.5(b)) has a “none-split” core structure. The none-split core is very close to the “hard” core configuration while the split-core means that the dislocation spreads into two “easy” core configurations. The minimal energy path profile has a single-peak, i.e., the Peierls barrier. The Peierls energy barrier for the pure screw dislocation is 0.06 eV/b, where b is the length of Burgers vector. In the presence of the H impurity, the Peierls barrier becomes 0.03 eV/b so that H can enhance the dislocation mobility considerably. Thus the HELP mechanism is also operating in Fe which is consistent with experimental observations. The reduction in the Peierls energy barriers can be explained from the $\gamma$-energy. With one H atom per $\langle112\rangle \times \frac{2}{3} \langle111\rangle$ cell (49 Å²), we find that H can lower the $\gamma$-energy by 0.08 J/m². This is because in the presence of H, the covalent Fe-Fe bonding across the slip plane is significantly disrupted and Fe-H ionic bonding is formed at its expense. Since the ionic Fe-H bonding across the slip plane resembles the formation of positively and negatively charged plates, the energy cost does not depend as sensitively to the shear as for the covalent Fe-Fe bonding. Hence the $\gamma$-energy in the presence of H is lower in Fe.
1.3.2 Hydrogen Assisted Cracking

The presence of H is known to promote crack growth in a variety of technologically important materials [83]. A recent work on large-scale atomistic simulations of Al has suggested an interesting mechanism for ductile fracture, which depends on dislocation mobility and pinning behavior [84]. Based on EAM simulations, the authors have observed that the cleavage fracture can occur after emission of dislocations from the crack tip. The emitted dislocations can shield the crack tip, so that the macroscopic toughness exceeds the Griffith value, and hence the failure is a combination of both “brittle-like” and “ductile-like” phenomena. To fully address this problem, QCDFT that combines ab initio calculations for H-metal interactions near the crack tip and large-scale QC simulations for the rest of the system, is required. Here, we study H-assisted cracking in Al which is at the heart of H embrittlement. If one understands the fundamental processes of H assisted cracking, it might be possible to establish connections between the various mechanisms and arrive at a comprehensive picture of H embrittlement.

Table 1.2 Summary of $K_{IC}$ and $\Delta$ for eight crack configurations. Symbols in the configuration reflect the adsorbed H positions, e.g., $F_B^6$ means that there are six H atoms adsorbed on the bridge or B-site at the crack front-surface. $N_H$ is the total number of adsorbed H atoms at the crack tip. From reference [85].

<table>
<thead>
<tr>
<th>Case</th>
<th>Configuration</th>
<th>$N_H$</th>
<th>$K_{IC}$ (eV/Å$^{2.5}$)</th>
<th>$\Delta$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pure</td>
<td>pure</td>
<td>0</td>
<td>0.28</td>
<td>0.16</td>
</tr>
<tr>
<td>A</td>
<td>$U_{2}^B+D_{2}^B$</td>
<td>4</td>
<td>0.29</td>
<td>1.02</td>
</tr>
<tr>
<td>B</td>
<td>$U_{2}^T+D_{2}^T$</td>
<td>4</td>
<td>0.28</td>
<td>0.21</td>
</tr>
<tr>
<td>C</td>
<td>$F_{6}^B$</td>
<td>6</td>
<td>0.32</td>
<td>1.45</td>
</tr>
<tr>
<td>D</td>
<td>$F_{1}^T$</td>
<td>1</td>
<td>0.31</td>
<td>6.1</td>
</tr>
<tr>
<td>E</td>
<td>$F_{2}^T$</td>
<td>5</td>
<td>0.32</td>
<td>9.07</td>
</tr>
<tr>
<td>F</td>
<td>$F_{6}^B+U_{2}^B$</td>
<td>8</td>
<td>0.30</td>
<td>1.35</td>
</tr>
<tr>
<td>G</td>
<td>$F_{6}^B+U_{2}^B+D_{2}^B$</td>
<td>10</td>
<td>0.32</td>
<td>1.55</td>
</tr>
<tr>
<td>H</td>
<td>$F_{2}^T+U_{2}^T+D_{2}^T$</td>
<td>9</td>
<td>0.30</td>
<td>8.42</td>
</tr>
</tbody>
</table>

A semi-infinite crack (as shown in Fig. 1.3) in a single Al crystal with H atoms at the crack tip has been studied by using the QCDFT method [85]. Ab initio studies have showed that the Al-Al bond can be attacked by H with a significant charge transfer from the Al atoms to H [34, 78, 86]. Hence, we consider two H adsorption sites at the crack tip in the QCDFT simulations: B site on the bridge center of an Al-Al bond, and T site right on top of an Al atom. The H atom at the B-site forms an Al-H-Al bond whereas the H atom at the T-site forms an Al-H bond. At the crack tip, H atoms can be adsorbed on the up-surface (U), down-surface (D) and front-surface (F). To examine all these possibilities, we study eight different cases labeled from (A) to (H) as in Table 1.2. The primary quantities of interest here are the critical stress intensity for dislocation emission, $K_{IC}$ and the crack opening at the stress intensity of 0.3 eV/Å$^{2.5}$, $\Delta$. As shown in Table 1.2, we find that H-assist cracking occurs only when H atoms are adsorbed at the T-site of the crack front-surface; H concentration at $\sim$ 0.2 ML would be sufficient to lead to crack growth as shown in case D. However, H atoms adsorbed on the side surfaces (both up- and down- surfaces) cannot yield crack growth. On the other hand, H atoms at the T-site and B-site on the crack front-surface could modify the pattern of dislocation nucleation from the crack tip.
The preceding results suggest the following atomic processes of H-assisted cracking.

1. At the crack front-surface, H atoms adsorbed on the T-sites attack Al-Al bonds which ultimately leads to the fracture of the first atomic layer as shown in Fig. 1.6A; the second atomic layer then becomes the new front-surface. The red and purple dotted lines represent the first and second atomic layers, respectively.

2. The H atoms at the original front-surface and/or the side surfaces can diffuse to the fresh front-surface. The diffusion energy barrier is about 0.2 eV which is similar to the H diffusion barrier on Al surfaces [87]. H adsorption and diffusion are key steps in H embrittlement.

3. With increasing loading level, H atoms on the T-sites of the fresh front-surface continue attacking the Al-Al bonds at the second atomic layer as shown in Fig. 1.6B. Steps (2) and (3) repeat for a continuous crack growth. To confirm that only the H atoms on the T-sites can contribute to step (3), we study two contrasting cases with and without H atoms at the B-sites of the fresh front-surface. At the stress intensity of 0.35 eV/Å^{2.5}, the fracture of the second atomic layer occurs only when H atoms are adsorbed on the T-sites as shown in Fig. 1.6B with a significant opening of Δ = 3.9 Å at the fresh front-surface. On the other hand, in the two contrasting cases, the crack does not grow as indicated in Fig. 1.6C and D.

To understand ductile-to-brittle transitions, Rice criterion in which the ratio between the surface energy (Griffith fracture energy) to the unstable stacking fault energy is often used [79]. The lower the ratio, the stronger the tendency for a brittle fracture; the higher the ratio, the more ductile the material behaves. While this picture may be overly simplistic.
for a quantitative analysis, it does give a useful insight for general trends and can even lead to predictions that have been verified experimentally [88]. We have used the Rice criterion to examine H embrittlement in Mg and find that the H impurities generally lower the ratio leading to the brittle fracture of Mg [77].

1.3.3 Crucial Role of Vacancies

Vacancies, being ubiquitously present in solids and having the ability to act as impurity traps, could play a central role in H embrittlement as hinted by some recent experiments. One set of experiments has established that H could induce superabundant vacancy formation in a number of metals, such as Pd, Ni, Cr, etc. [89, 90]. The estimated vacancy concentration, $C_v$, in these systems can reach a value as at 23% [90]. A conclusion drawn from these experiments is that H atoms, originally at bulk interstitials are trapped at vacancies in multiple numbers with rather high binding energies. The consequence of H trapping is that the formation energy of a vacancy defect is lowered by a significant amount. Such reduction in the vacancy formation energy could result in a drastic increase ($10^7$ fold for Fe) of equilibrium vacancy concentrations [91]. The superabundant vacancy formation in turn provides more trapping sites for H impurities, effectively increasing the apparent H solubility in metals by many orders of magnitude. For example, it was observed experimentally that about 1000 at. ppm of H atoms can enter Al accompanied by vacancy formation at the surface under aggressive H charging conditions, which should be contrasted with the equilibrium solubility of H in Al of about $10^{-5}$ at. ppm at room temperature where the experiments were carried out [92]; this is a staggering change of eight orders of magnitude in concentration. It was further observed that the H-vacancy defects clustered and formed platelets lying on the $\{111\}$ planes, which directly lead to void formation or crack nucleation on the $\{111\}$ cleavage planes [92]. Because of the extremely low solubility of H in metals such as aluminum, experiments are usually difficult and results are dependent on H charging conditions; for such systems, first-principles calculations are particularly useful to complement experiments.

First-principles calculations show that the tetrahedral interstitial site for H atoms in bulk Al is slightly more favorable than the octahedral interstitial site by 0.07 eV. And the H atom prefers to occupy the vacancy site over the interstitial tetrahedral site in bulk by 0.40 eV in excellent agreement with the experimental value of 0.52 eV [1]. The lowest energy position for the H atom in the presence of a vacancy is not at the geometric center of the vacancy site, but rather at an off-center position close to a tetrahedral site adjacent to the vacancy site as shown in Fig. 1.7A. The H atom is negatively charged, and the kinetic energy of the $H^{-1}$ electrons is lowered at the vacancy site where the conduction electron density is lower. At the same time, it is energetically favorable for the $H^{-1}$ ion to sit off center of the vacancy, to minimize the Coulomb interaction energy with the nearby Al ions. Having established the stability of a single H atom at a single vacancy in Al, the ensuing question is whether multiple H atoms, in particular, H$_2$ molecules would be stable at this defect. This question is relevant to H$_2$ bubble formation that gives rise to H embrittlement. The binding energy $E_b$ of the H$_2$ unit at a vacancy site is calculated as

$$E_b = E_c(V_{Al} + H_2) + E_c(V_{Al}) - 2E_c(V_{Al}H),$$  

(1.19)

where $E_c(V_{Al} + H_2)$ is the cohesive energy of a system with an H$_2$ unit at the center of the vacancy, $E_c(V_{Al})$ is the cohesive energy of a system with a single vacancy in the absence of the H$_2$ unit, and $E_c(V_{Al}H)$ is the cohesive energy of a system with a single H atom at the vacancy (in the off-center tetrahedral site). This binding energy is 0.06 eV,
simply stating that these 2 H atoms would prefer to be trapped at two single vacancy sites individually rather than in the same vacancy site as a pair. One can conclude that if the single vacancy concentration \( C_v \) is greater than the H concentration \( C_H \), each vacancy in equilibrium should contain no more than 1 H atom.

On the other hand, if \( C_H \) is greater than \( C_v \), the question arises as to where will the extra H atoms be situated, at interstitial or at vacancy sites? To answer this question, one can calculate the trapping energy \( E_{\text{trap}} \) of multiple H atoms at a single vacancy site, which is defined as

\[
E_{\text{trap}} = \frac{1}{n} [E_c(V_{Al} + nH) - E_c(V_{Al})] - [E^0_c(H) - E^0_c],
\]

(1.20)

where \( E_c(V_{Al} + nH) \) is the cohesive energy of a system with \( n \) H atoms each situated at a single vacancy site, \( E^0_c(H) \) is the cohesive energy of bulk Al with a H atom at the tetrahedral interstitial site, and \( E^0_c \) is the cohesive energy of the ideal bulk without H. A negative value for the trapping energy represents the energy gain when the H atoms are trapped at a single vacancy site relative to being dispersed at \( n \) different tetrahedral interstitial sites. Here, the trapping energy was calculated to estimate the maximum number of H atoms trapped at a vacancy. An entire thermodynamic description of H-vacancy interaction would depend on H chemical potential, temperature, pressure and other parameters. A more detailed analysis of such interaction has been put forwarded recently by Ismer et al. [95].

The results for \( E_{\text{trap}} \) as a function of \( n \) are summarized in Fig. 1.7B. It is energetically favorable for multiple H atoms to be trapped at a single vacancy site relative to being
dispersed at interstitial sites as individual atoms. In fact, up to twelve H atoms can be trapped at a single vacancy in Al. The atomic arrangement of the 12 H atoms trapped at a single vacancy is indicated in Fig. 1.7C. The ordered arrangement of the H atoms is necessary to minimize the electrostatic energy. Due to the trapping effect, vacancies can lead to a significant reduction in apparent lattice diffusivity of H in Al, causing a strong composition dependence and non-Arrhenius behavior of the effective diffusion coefficient [94].

To check the possibility of H-induced vacancy clustering, a number of relevant configurations have been examined including (i) two vacancies, each with 1 H atom, forming a NN di-vacancy with 2 H atoms trapped; (ii) n vacancies, each with 2 H atoms, forming a complex of NN multi-vacancies with 2n H atoms trapped, for n = 2 and 3. The results are summarized by using the notation of chemical reactions as

\[
\begin{align*}
(i) & : 2V_{\text{Al}}H \rightarrow (V_{\text{Al}})_2H_2 - 0.21eV, \\
(ii) & : nV_{\text{Al}}H_2 \rightarrow (V_{\text{Al}})_nH_{2n} + n0.29eV
\end{align*}
\]

(1.21)

where the last number in each equation represents the reaction enthalpy. A positive value of enthalpy means the reaction is exothermic, that is, the process from left to right is energetically favorable. Consistent with the previous discussion, the reaction (i) is unfavorable (endothermic) because the effect of a single H atom on the covalent or metallic bonding of the NN Al atoms around the vacancy site is small and localized. On the other hand, reaction (ii) is favorable for n = 2 and 3, because the H₂ units can attract more conduction electrons from the nearby Al atoms, weakening the bonding among the NN Al atoms, which in turn drives the formation of multi-vacancies. The large energy gain in forming the tri-vacancy (n = 3) is of particular interest. First, it is consistent with the experimental observation that the single vacancy defects occupied by H atoms can coalesce to form platelets on \{111\} planes of Al. Although the calculations primarily concern the formation of the tri-vacancy, it is likely that even larger vacancy clusters can also be formed based on the same mechanism. Second, these vacancy clusters can serve as embryos of cracks and microvoids with local H concentrations much higher than the average bulk value.

In general, the fracture surface is along the active slip planes where shear localization occurs. For fcc metals, the slip planes are the \{111\} planes. In many cases, microvoids open up along these active slip planes in front of the crack tip; these microvoids can open and close in response to the local stress. Fracture occurs when these microcracks are joined to the crack tip, upon reaching the critical stress. The H-enriched microvoids may be created along the slip planes by the coalescence of vacancies with trapped H. These microvoids can be formed only in the presence of H, which produces an additional source of microcracks necessary for the H embrittlement. On the other hand, the apparent lattice mobility of H atoms is also enhanced since multiple H atoms may be trapped at a single vacancy. All these vacancy-based mechanisms contribute to the H embrittlement as they increase the rate of crack growth. Finally, the significant H trapping at vacancies provides a scenario by which drastic increase of local H concentration may occur without improbable accumulation of H at bulk interstitial sites. This new feature resolves the longstanding problem of how a sufficiently high H concentration can be realized to induce H embrittlement in materials such as Al, where the equilibrium H concentration in bulk is extremely low.
1.3.4 Hydrogen Diffusion

H diffusion in metals plays an important role in H embrittlement. For example, it is observed experimentally that HELP occurs only when the thermal diffusion of H in the lattice is fast enough to follow the motion of dislocations [1]. In addition to their trapping of H, dislocations and grain boundaries are believed to provide short-circuit paths for accelerated diffusion. Dislocations and grain boundaries could act as fast paths for diffusing atoms whose mobility can be orders of magnitude higher than in bulk diffusion and this phenomenon is often referred as “pipe diffusion”. Furthermore, H diffusion at the crack tip under stress is central to H-assisted cracking. Therefore, it is of great importance to determine H diffusion energy barriers in extended defects. To this end, we have employed QM/MM approaches to calculate H diffusion energy barriers along dislocations and grain boundaries in Fe, Al, and Mg [53, 76, 77]. Being important by themselves, these energy barriers could also be incorporated in kinetic Monte Carlo or other models for sequential multiscale modeling of H embrittlement in metals.

**Figure 1.8** (a) H diffusion along the screw dislocation in Fe. Top panel: The differential displacement map of the screw dislocation. Bottom panel: The diffusion path represented by the red dashed curve passing through the tetrahedral sites along pipe A. (b) The energy profile for the H diffusion along partial core (top panel) and stacking fault ribbon (bottom panel). Inset: the schematic trajectory of the H atom along the diffusion path on the (111) plane. From references [76] and [53].

We have carried out QM/MM calculation to study H diffusion in bulk and along dislocations in α-Fe. We find that the H diffusion energy barrier is 0.09 eV in the bulk Fe between two adjacent bulk tetrahedral sites. Along a screw dislocation, H could diffuse between adjacent tetrahedral sites with two different diffusion paths: (A) along the dislocation center in which all tetrahedra are equally distorted and (B) along a path adjacent to
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The simulation results show that the diffusion energy barrier is 0.035 eV along the path A and 0.063 eV along the path B [76]; both values are smaller than that in the bulk. Similar QM/MM calculations have been performed in Al, and we find that the energy barriers are 0.26 eV, 0.38 eV, and 0.20 eV for H diffusion along grain boundaries, partial dislocation cores, and the stacking fault ribbon, respectively [53]. Along the same crystallographic directions, the corresponding diffusion barriers in the crystalline bulk lattice are 0.40 eV, 0.32 eV, and 0.32 eV, respectively. Based on the diffusion energy barriers, one can estimate the H diffusivity

\[ D = \nu l^2 \exp\left[\frac{-\Delta E}{k_B T}\right], \]

where \( \nu \) is the attempt frequency, \( l \) is the hopping length, and \( \Delta E \) is the diffusion energy barrier. At room temperature, there are two (one) orders of magnitude increase of diffusivity for H diffusion in Al (Fe) dislocations comparing to the bulk diffusivity. Therefore, dislocations in Al and Fe indeed can serve as fast pipes for H diffusion. The consequence of these results on H embrittlement is being pursued in our group.

However, we find that the basal dislocations of Mg are not easier paths for H diffusion [77]. In bulk Mg, the H diffusion consists of two types: (1) between the adjacent tetrahedral sites surrounded by octahedral sites; (2) between the octahedral site and its neighboring tetrahedral site. The long-range diffusion requires a combination of the two types. The energy barriers of case (1) and (2) are 0.04 eV and 0.21 eV respectively. The higher value 0.21 eV is the actual energy barrier for the long-range diffusion. These values are consistent with experimental results [96, 97]. Along the partial dislocation core of Mg, the QM/MM results show that the barriers slightly increase to 0.22 eV and 0.26 eV for the screw and edge dislocation respectively. And in the stacking fault ribbon the corresponding barriers become 0.25 eV and 0.47 eV. Therefore, the energy barrier for H diffusion in Mg dislocations is actually greater than that in the crystalline lattice, in contrast to the cases in Al and Fe. More investigations are desired to understand the ramifications of these results in H embrittlement of Mg. Finally, we have also examined H diffusion at the crack tip of Al and find that H can diffuse with relative ease on the crack surfaces with lower energy barriers than those in the bulk; the H atoms on the fracture surfaces can even recombine into \( \text{H}_2 \) molecules before re-dissociation at the fresh crack front surface to attack Al-Al bonds [85].

1.4 Summary and Outlook

Based on the experimental observations and the simulation results, we can tentatively identify the following key processes leading to H embrittlement of metals: (a) Application of external stress produces local concentration of tensile stress in the vicinity of cracks, which attracts H since H prefers to stay in slightly enlarged interstitial sites. H impurities can also be adsorbed at the crack surfaces near the crack tip; the relative ease of H diffusion on the crack surfaces may provide a rapid means of transporting H to the fresh crack front. (b) H can also segregate at vacancies inside the material which may lead to microvoids with high local H concentrations; the microvoids could merge to form cracks under stress. (c) The segregated H impurities at the crack tip can facilitate dislocation generation and deformation twinning and enhance dislocation mobility, which will lead to extensive plastic deformation in front of the crack. The highly deformed region ahead of the crack tip becomes the “weakest link” where fracture takes place. (d) The highly deformed and disordered region along with the localization of slip due to the inhibition of cross-slip, allows
the crack to propagate at lower stress levels, prior to general yielding away from the crack tip. These processes are not likely to be the only mechanism operating in H embrittlement [70], but are the most relevant processes in line with our multiscale modeling results on aluminum. The similar mechanism could be operative in other metals as well, but it should be further validated to be certain.

Multiscale modeling will continue to be important for understanding H embrittlement phenomena in metals. One area of particular importance and challenge is to model stress corrosion cracking under realistic conditions and in aqueous environment. The molecular structure of solid-liquid interface, pH of electrolyte, surface charge, field and electrochemical potential are all relevant parameters that need to be included in the modeling. *Ab initio* methods for modeling the charged solid/liquid interface at the atomic level are starting to appear [98, 99, 100, 101]. An interesting future direction is to incorporate this type of *ab initio* modeling into QCDFT framework so that the chemo-mechanical and electrochemical processes important to the stress corrosion cracking can be captured.
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